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#### Abstract

This habilitation thesis is focused on research in the area of analog linear electrical circuits of fractional, i.e. non-integer order. These function blocks provide new, more general and flexible characteristics that cannot be obtained by classic integer-order circuits or only at the cost of increasing their complexity. The thesis is divided into seven main chapters, which are initially focused on the motivation, the goals of the work and the description of the current state of the art. Subsequently, the method of realizing passive circuit elements with fractional-order impedance using layered resistive-capacitive structures with distributed parameters is presented. Further, the possibilities of transforming fractional-order impedances using active circuits to obtain a wider range of available parameters of these elements are described. This is followed by a chapter dealing with modeling the impedance properties of biological materials, specifically the cardiac cell membrane, using fractional-order impedance elements. The next part of the thesis is focused on frequency filters of fractional order. Different forms of transfer functions of these filters are presented and their coefficients are found for various types of filter characteristics. The final chapter deals with fractional-order oscillators and their specific features that distinguish them from their integer-order counterparts. For all presented solutions, properties are verified using computer simulations or experimental measurements, and the achieved results are evaluated. The text is written to have not only scientific but also pedagogical contribution. The thesis consists primarily of original research of its author in years after his Ph.D. thesis defense. All presented solutions were published in journals with impact factor or presented at international conferences.
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## Abstrakt

Tato habilitační práce je zaměřena na výzkum v oblasti analogových lineárních elektronických obvodů zlomkového, někdy též označovaného fraktálního, tedy neceločíselného řádu. Tyto funkční bloky poskytují nové, obecnější a flexibilnější charakteristiky, které nemohou být získány klasickými obvody celočíselného řádu nebo pouze za cenu zvýšení jejich složitosti. Práce je členěna do sedmi hlavních kapitol, které jsou zpočátku zaměřeny na motivaci vzniku práce, cíle práce a popis současného stavu dané problematiky. Následně je představena metoda realizace pasivních obvodových prvků s impedancí zlomkového řádu pomocí vrstvových rezistivně-kapacitních struktur
s rozprostřenými parametry. Dále jsou popsány možnosti transformací impedancí zlomkového řádu pomocí aktivních obvodů vedoucí k získání širší škály dostupných parametrů těchto prvků. Následuje kapitola zabývající se modelováním impedančních vlastností biologických materiálů, konkrétně membrány srdeční buňky, pomocí prvků s impedancí zlomkového řádu. Další část práce je zaměřena na kmitočtové filtry zlomkového řádu. Jsou představeny různé typy přenosových funkcí těchto filtrů a nalezeny jejich koeficienty pro různé druhy filtračních charakteristik. Závěrečná kapitola pojednává o oscilátorech zlomkového řádu a jejich specifických vlastnostech, kterými se odlišují od obvodů celočíselného řádu. $U$ všech prezentovaných řešení je provedeno ověření vlastností pomocí počítačových simulací nebo experimentálního měření a dosažené výsledky jsou zhodnoceny. Práce je psána tak, aby měla nejen vědecký, ale i pedagogický přínos. Jejím obsahem jsou především originální výsledky výzkumu autora v době po obhajobě jeho doktorské práce. Všechna prezentovaná řešení byla publikována v impaktovaných časopisech nebo prezentována na mezinárodních konferencích.
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## INTRODUCTION

Despite of strong effort to replace analog electronic systems by fully digital substitutes, there are still areas where analog circuits play an important role and cannot be simply overwhelmed. It is valid especially in the cases, where low power consumption, highfrequency signal processing, high spectral purity, fast response, minimized delay, realtime processing, and/or implementation of complex transfer functions are required. There are also many systems where analog approach is simpler, cheaper, or sufficient compared to the digital solution. The analog systems have typical drawbacks compared to their digital counterparts, such as aging of elements leading to long-lasting gradual change of their properties; dependence of parameters on temperature, supply voltage, electromagnetic field; more complicated design taking many conditions and parameters into account, etc. [1]. Many of these shortcomings of analog circuits have been minimized by various self-trimming and self-compensation techniques [2], [3] and analog signal processing is and will always be considered irreplaceable and indispensable in future circuit designs.

The properties of analog electronic circuits are given by their structure and parameters of used components. If operational amplifiers are used as active elements, setting the characteristics of circuits is possible only by changing the values of passive elements, i.e. most often the resistance of resistors or capacitance of capacitors. To overcome this limitation, many advanced active elements with electronically adjustable parameters have been developed [4]. Most of the basic active elements offer only single parameter control, i.e. of the transconductance in the case of the operational transconductance amplifier (OTA) [5], resistance of current input terminal (X) in current controlled current conveyor of second generation (CCCII) [6], transresistance of the operational transresistance amplifier (OTRA) [7], etc.

These elements enabled extensive options for setting the parameters of circuits intended for generation, conversion, modulation, compression/expansion, filtering, shaping, etc. of analog signals. However, the development in the possibilities of setting and universality of characteristics progressed even further, when fractional-order circuits appeared. These circuits, which are the main focus of this thesis and which will be discussed in more detail in the following parts, provide properties that cannot be realized by classic circuits or only at the cost of increasing their complexity. Possibility to obtain such arbitrary circuit characteristics is very beneficial in many applications e.g. for dynamic shaping of spectral character of particular signals in biomedical signal processing [8], [9], for modeling of electrical parameters of biological materials and tissues [10], [11], [12] in communications [13], or in automation and control systems [14].

## 1. Thesis Overview

This chapter contains an overview of this thesis. In Section 1.1, the motivation of the thesis is described and the main goals are summarized in Section 1.2. The contribution to the scientific topic of the thesis and author's related publication activities are briefly discussed in Section 1.3. Finally, organization of this thesis is introduced in Section 1.4.

### 1.1 Motivation

Fractional calculus is a branch of mathematical analysis that deals with derivatives and integrals having non-integer, i.e. fractional order [15], [16]. Its foundations were laid more than 300 years ago, but only a few decades ago it was found to be a very useful mathematical instrument that can be used in numerous seemingly diverse and widespread fields of practical science and engineering. Fractional calculus has gradually penetrated many disciplines, such as physics, system theory, signal processing, material theory, economics, electrical engineering, bioengineering, chemical engineering, medicine, optics, geology, etc. [8] - [22].

So far, several formulas have been defined for the calculation of fractional derivatives or integrals. As an example, let us present the Grünwald-Letnikov fractional derivative formula [16]

$$
\begin{equation*}
{ }_{t_{0}} D_{t}^{\alpha} f(t)=\lim _{h \rightarrow 0} \frac{1}{h^{\alpha}} \sum_{m=0}^{\left.\frac{t-t_{0}}{h}\right]}(-1)^{m} \frac{\Gamma(\alpha+1)}{m!\Gamma(\alpha-m+1)} f(t-m h) . \tag{1.1}
\end{equation*}
$$

Here, $\Gamma(\cdot)$ is the Gamma function, $\alpha$ is a real number representing the fractional order and $t_{0}$ and $t$ are the terminals of fractional differentiation. The Grünwald-Letnikov definition is presented here because it leads to a correct generalization of the current linear system theory [17], but it is important to note that other definitions e.g. by Riemann-Liouville and Caputo are also available for describing fractional derivatives.

As mentioned, fractional calculus is increasingly employed in theory of systems, where differential and integral equations are widely used to describe their behaviour. It is proved that by generalizing the order of differentiation or integration in these equations from integer to fractional, it is possible to obtain more general properties or more accurate description of various dynamical systems. Such systems described by integro-differential equations of fractional order are called fractional-order (FO) systems.

As it is common in electrical circuit theory, to avoid solving differential equations in the time domain, the Laplace transform with the complex variable $s=\mathrm{j} \omega$ is utilized, which leads to simpler algebraic expressions describing the analyzed circuit. By applying this transform to (1.1) with zero initial conditions with lower terminal $t_{0}=0$, the derivative of a time-domain function $f(t)$ can be converted to the frequency domain:

$$
\begin{equation*}
\mathcal{L}\left\{{ }_{0} D_{t}^{\alpha} f(t)\right\}=s^{\alpha} F(s), \tag{1.2}
\end{equation*}
$$

where $F(s)$ is Laplace transform of $f(t)$ and thus, the FO differentiation is expressed simply as multiplication by $s^{\alpha}$.

Generalizing classic capacitor or inductor to FO domain, fractional-order elements (FOE) or fractors realizing differentiation or integration of fractional order between cross voltage and through current have been defined [23]. The admittance of FOE can be written as $Y(s)=s^{\alpha} F_{0}$, where $F_{0}$ is a proportionality constant generally referred to as fractance, and therefore FOE directly implements the FO differentiation according to the relation (1.2). Considering $\alpha \in(0,1)$, the element is called fractional-order capacitor (FOC), capacitive fractor or capacitive FOE and $F_{0}$ represents its pseudo-capacitance with the unit Farad/sec ${ }^{1-\alpha}$. For $\alpha \in(-1,0)$, the FOE is a fractional-order inductor (FOI), inductive fractor or inductive FOE with pseudo-inductance $1 / F_{0}$ and the unit Henry $/ \mathrm{sec}^{1-\alpha}$. Apparently, choosing the values of $\alpha=-1,0,1$, the classic inductor, resistor, and capacitor are obtained, respectively. FOEs with higher fractional order can be also defined for $|\alpha|>1$ as described e.g. in [24]. From the FOE admittance relation, it is apparent that the slope of its magnitude is $20 \alpha \mathrm{~dB}$ per frequency decade and its phase is $\alpha \pi / 2$ radians or $90 \alpha$ degrees. As the phase is independent of frequency, this element is also referred to as constant phase element (CPE).

The complex variable $s$ with a non-integer power can also be present in more complex functions describing not only the immittance but also the transfer properties of circuits or expressing their characteristic polynomial or equation. These FO functions can be obtained by connecting FOE to various known electrical circuits instead of standard passive elements, most often classic capacitors. Another possibility is to define completely new formats of circuit functions with the fractional power of the variable $s$ and the subsequent search for their circuit implementation, e.g. by an approximating circuit of integer order.

The simplest FO transfer function (TF) containing only $s^{\alpha}$ multiplied by a constant is provided by the FO differentiator and integrator for $\alpha$ being positive and negative, respectively. More complex FO TFs in the rational form containing polynomials with the variable $s$ raised to a non-integer exponent in at least one term are provided by FO frequency filters. There is usually a non-integer highest power of $s$ in the denominator, and non-integer exponents may appear in other terms as well. In this area, the issue of the appropriate format of TFs and their coefficients for different types of filters (low-, high-, band-pass, band-stop) and their magnitude and phase frequency responses, as well as various time responses, still remains unexplored.

Also interesting are FO oscillators, where the fractional order $\alpha$ is another degree of freedom in setting the oscillation condition, oscillation frequency and especially the mutual phase shift of output signals in the case of multi-output oscillators.

Significant attention is also paid to the research of the FOE itself. Despite the intensive efforts, it has not yet been possible to find an implementation of this element that would provide sufficiently accurate impedance characteristics in a sufficient frequency range, and at the same time be compatible with modern integrated circuit manufacturing technologies. FOEs are currently most often emulated using passive ladder circuits with resistors and classic capacitors [25], which have the disadvantage of a large number of elements with a high spread of their values. Other presented implementations of FOE are mainly prototypes using various chemical substances or biological materials [26]. Due to the numerous shortcomings of these structures and their unsuitability for integrated implementation, opportunities for further research open up here.

It is obvious that the FO circuits represent an emerging field that expands the boundaries of realizable electrical systems, changing they are viewed, designed, and implemented. These changes bring the opportunity to pursue creative new designs which can reach applications ranging from biomedical signal processing to industrial control systems. Therefore, it is necessary to address this topic by tackling challenges in creating and applying new design methodologies, simulation and characterization of FO circuits, systems, and devices.

### 1.2 Goals

The aim of this thesis is to present new knowledge in the field of FO circuits, both those obtained by other experts and mainly those reached by the author of this work during his research activities. As described above, the importance of FO circuits is constantly growing and their further application possibilities are being sought. Their significant advantage is the possibility of realizing more general characteristics that cannot be realized by classic circuits or only at the cost of increasing their complexity. Therefore, it is necessary to advance both the theoretical understanding of the FO systems and the tools to easily implement them in order to accelerate their advancement and adoption in the practical areas of engineering instead of academic and research environments only.

The specific goals that are addressed by this thesis include:

- to provide readers with resources covering the fundamentals of FO electrical circuits and elements for analog signal processing, their usability and importance. It is also necessary to give explanation of these fundamentals and to present current state and trends in this research area;
- to demonstrate and analyze principles and properties of FOE implementations, with emphasis on the resistive-capacitive layer structure with distributed parameters. This very promising configuration is suitable for fabrication by available integration technologies, such as thick- and thin-film, or complementary metal oxide semiconductor (CMOS);
- to introduce the possibilities of transforming the impedance function of FOE using
circuits with active elements. Attention is paid mainly to the impedance inverter (gyrator), and also to the general immittance converter (GIC). Using these transformation circuits, it is possible to obtain a number of different FO elements with adjustable impedance magnitude and phase from one or a few FOEs. This technique addresses the current lack of availability of FOE with different parameter values. The aim is also to investigate the limitations of these impedance transformation circuits, to determine the influence of parasitic properties and to propose measures for their compensation;
- to show the advantages of modeling the impedance properties of biological materials using a circuit with FOE. On the example of a cell membrane, it is demonstrated that it is more appropriate to model the membrane capacitance using FOE instead of a classic capacitor;
- to design new types of FO frequency filter TFs providing responses that cannot be obtained with classic integer-order (IO) filters. Coefficients are sought for these functions, which ensure the required filter characteristics. Circuit topologies implementing these FO filtering functions are presented;
- to investigate the specific properties of FO oscillator circuits, to focus on the effect of the fractional component $\alpha$ on their parameters, in particular the frequency and condition of oscillations and phase shifts between output signals;
- to verify the properties of the designed structures by appropriate analyzes, simulations and in many cases also by experimental measurements. The obtained results are discussed, evaluated and compared with another solutions.


### 1.3 Contribution

The text of the thesis is written so that it has both a scientific and a pedagogical contribution. It should therefore serve not only experts in the field of FO circuits and systems, but also students interested in this topic to gain fundamental knowledge, overview of the current state of the art and to get acquainted with the latest scientific achievements.

The Chapter 2 has both pedagogical and scientific benefits, as it presents basic published knowledge in the field of FO systems and circuits. Chapters 3 to 5 are based on the results of the author's research activities obtained mainly in the years 2016 - 2022 . These sections therefore have a predominantly scientific character, but are written to have also a pedagogical contribution and can serve, for example, Ph.D. students to gain new knowledge and build on it. The presented theoretical knowledge, methods or design procedures are supplemented by the respective circuit implementations, including the procedure of design of element parameters, and their functionality is verified by computer simulation and in many cases by experimental measurements. Attention was also paid to the analysis of real properties of the proposed solutions and the possibilities of
compensating the deviations from theoretical assumptions. Thus, the effort was to bring all the results of the author's research into the final form, which can be realized using available elements, materials or technologies. Thanks to this, the correctness of the proposed solutions is verified and the results can be easily used in practical applications.

### 1.3.1 Relation to Author's Publications

David Kubánek, the author of this thesis, has been engaged in research on analog electrical circuits since the beginning of his doctoral studies in 2002. Until the time of finishing this thesis, he is the author or co-author of 62 publications indexed in the Web of Science Core Collection database, whereas he is the main author in case of 19 of them. These results include 28 journal articles and 34 international conference papers and have so far received 499 citations.

During his Ph.D. studies between 2002 and 2005, the author's scientific activities mainly focused on frequency filters with non-traditional active elements. As a post-doc, he continued to research the design and analysis of linear and nonlinear analog circuits. In 2014, David Kubánek began to deal with systems, circuits and elements of fractional order, which are the content of this thesis. The results described in the following chapters have been published by the author in reputable journals and conference proceedings, and these own publications are properly cited in the text and included in the list of references. The goal is to base this thesis particularly on the most recent achievements of the author. None of the results presented in the following chapters were included in the author's Ph.D. thesis or any past author's theses.

Research results described in the thesis are partially subject of the recent Czech Science Foundation research project No. GA16-06175S - Synthesis and analysis of fractional-order systems using non-conventional active elements. Author of the thesis participated in this project from 2016 to 2018. This thesis also includes the results of the INTER-COST project LTC18022 - Analogue fractional systems, their synthesis and analysis, on which the author collaborated between 2018 and 2020. This project was part of the COST Action CA15225 - Fractional-order systems - analysis, synthesis and their importance for future design, representing a network of researchers dealing with fractional calculus and its usage in system description, modelling and design. The thesis also includes the results of the project GA19-24585S - Synthesis of reliable electrical phantoms describing fractional impedance behavior of real-world systems, solved between 2019 - 2021, in which David Kubánek also participated.

During his scientific activities, the author of this thesis collaborated with several foreign experts in the field and scientific workplaces. In the area of FOEs it was with prof. Ushakov from Kalashnikov Izhevsk State Technical University, Russia. The FO filters were investigated in collaboration with Dr. Todd Freeborn from University of Alabama, Tuscaloosa, USA and Dr. Shibendu Mahata from Dr. B. C. Roy Engineering College, Durgapur, India. In many topics of FO circuit design, the author collaborated with prof.

Costas Psychalinos from University of Patras, Greece and prof. Darius Andriukaitis from Kaunas University of Technology, Lithuania.

### 1.4 Thesis Structure

The thesis is divided into seven basic chapters. Chapter 1 gives the thesis overview including the motivation, goals and contribution. The state of the art in the field of FO elements and circuits is introduced in Chapter 2. Design techniques and verification of FOEs based on resistive-capacitive layer structures with distributed parameters are given in Chapter 3. Chapter 4 deals with impedance transformations of FOE resulting in an increase in the number or range of fractance or order values. Chapter 5 discusses employing FOEs in impedance models, particularly in cardiac cell membrane model. Chapters 6 and 7 describe design and evaluation of FO filters and oscillators, respectively. Chapter 8 concludes the thesis.

## 2. State of the Art

As already mentioned in the Section 1.1, mathematical basics of description of FO systems were laid nearly 300 years ago as a foundation of fractional calculus. Since that it has gained deeply rooted mathematical concepts and today it is known that many realworld dynamic systems cannot be exactly described by a system of simple differential equations of integer order. FO systems have lately been attracting significant attention and gaining more acceptance as generalization to classic IO systems.

FO systems are an evolving area of multidisciplinary research, which gives rise to many new potential applications [22]. Evidence of this can be found in the study [21] which described the FO systems as " 21 st century systems". The reason for the increased interest in fractional calculus and FO system design may be seen in the fact that the presence of fractional order represents another degree of freedom to mathematically describe the behavior of a function block. This enables one to provide characteristics in between integer orders in comparison to standard IO systems, which may become beneficial while more accurate signal generation, processing and measurement, and/or system modeling and control is required.

Given that the contribution of this thesis can be divided into three main areas, including FO impedance elements, FO frequency filters, and FO oscillators, the further description of the current state of knowledge will be divided in this sense into the following three sections.

### 2.1 Fractional-Order Elements

Although mathematical description of fractional calculus, its derivatives and integrals is generally known [16] and is being further developed, e.g. [27], [28], there is a gap in availability of electronic function blocks needed to implement required FO operations on analog signals. This is due to the fact that FOEs are still not readily available as it is the case of other standard elements, such as resistors, capacitors, inductors, various types of active elements, etc.

The recent survey on possible techniques and approaches to design single or multicomponent FOE as being proposed by different research groups can be found in [26]. Here the authors state that particularly single-component FOEs are being researched upon vigorously. They are mostly based on electrochemical principles utilizing various chemical substances, for example porous polymer materials [29], nanocomposites of conductive particles in dielectric [30], [31], [32] or layered structures in dielectric [33], [34]. These elements are mostly designed on the basis of choice of suitable materials, their arrangement and fabrication technologies by conducting many experiments, but no algorithms using exact circuit theory laws are employed. The experimental results are used to derive approximated design equations by regression methods. Common features
of these elements are low range of the fractional order $\alpha$ and/or narrow frequency band of the constant phase shift. None of the elements is currently commercially available in the solid-state form and most of them also do not have any dependence relation between the order $\alpha$ and the electrochemical parameters [26].

Thus, a common way to obtain FOEs is their emulation by multicomponent IO passive or active circuits. The method is based on the approximation of the term $s^{\alpha}$ in the impedance function by IO rational function [35] - [39]. This function is then implemented for example in the form of Foster or Cauer passive ladder networks with resistors and standard capacitors (or inductors) [25]. However, the values of these resistors and capacitors must be precise to obtain the required accuracy of approximation [25]. Furthermore, when the values of $\alpha$ close to 0 or 1 are required, the ratio of the resistances and capacitances is very high [40]. This makes the integration in the film or semiconductor technology very difficult or even impossible. Also, the passive emulation structures cannot be tuned electronically. The last two drawbacks mentioned are eliminated by active emulation circuits, which are usually based on state-variable multifeedback structures whose TF equals to IO rational function approximating the required FOE impedance function [41]. These circuits can offer electronic adjustability thanks to the controlled active elements employed and are suitable for integrated implementation. The common feature of these emulation techniques is their validity only in a limited frequency band and the limited approximation accuracy highly dependent on the circuit complexity.

Although these passive and active emulators do not replace the required FOE exactly, their use is suitable for the initial validation of the proposed FO circuit solutions. The advantage of this approach is also the fact that, given the expected commercial availability of FOEs, it will be possible to simply swap the emulator structures for a given FOE and the behavior of the originally designed FO circuit will not change.

The author of this thesis with his research team focused on the development of solidstate FOEs based on resistive-capacitive layer elements with distributed parameters (RCEDP) composed of appropriately interconnected R-C-NR structures (here R and C denote resistive and capacitive layers, respectively, and N is the ratio of layer resistances). The results of these scientific activities are described in Chapter 3.

Obtaining different parameters of FOE, i.e. the fractance and order $\alpha$, requires a new design of the structure of the element or, in the case of an emulator, all the parameters of its components. This led the author and his team to explore the concept of using GIC that is capable to design a wide set of FOEs with fractional order from a specified range and electronically adjustable fractance using a very limited set of so called "seed" FOEs. These achievements are presented in Chapter 4. It should be noted here that FOE transformations using GIC were also dealt with by other authors, see e.g. [42], and it was verified that it is possible to electronically adjust the fractance value and to obtain the order not only in the range $(0,1)$, but also $(-2,2)$. However, the article [42] does not
consider extended transformation capabilities of fractional order and generating such an amount of different order values using only a few (one or two) "seed" FOEs.

Another large area of employing FOE is to model the electrical properties of various real-world substances, biological tissues and biochemical materials [10] - [12]. Modeling the impedance characteristics of various samples using electronic circuits (also called phantoms) is very important, especially in cases where it is difficult to maintain the properties of these samples over time. The Cole impedance model [43] is frequently utilized for characterizing bioimpedance properties, whereas many research studies confirmed that employing FOE instead of classic capacitor in the Cole model brings improvement in the modeling accuracy, see e.g. [10] and the references therein. The Section 5 deals with scientific achievements of the author in this field.

### 2.2 Fractional-Order Filters

Analog frequency filters can also be designed as FO. This approach provides more general properties, the most notable of which is the possibility of continuously adjusting the roll-off of the magnitude frequency response without limitation to multiples of $20 \mathrm{~dB} / \mathrm{dec}$ as is the case of IO filters [44]. FO low-pass (LP) and high-pass (HP) filters feature the stop-band slopes of $-20(n+\alpha) \mathrm{dB} / \mathrm{dec}$ and $+20(n+\alpha) \mathrm{dB} / \mathrm{dec}$, respectively, where $n$ is nonnegative integer component and $\alpha \in(0,1)$ is fractional component of the order, whereas the sum $(n+\alpha)$ is the fractional order of the filter. For example, a 2.4order LP filter thus provides magnitude frequency response stop-band slope of $-48 \mathrm{~dB} / \mathrm{dec}$. This fine setting of attenuation values in the magnitude response is easily realizable using FO filters over their IO counterparts. The flexible and precise shaping of FO filter characteristics is an efficient feature which finds applications in many signal processing systems [45], [46], [47].

The design procedures of IO analog filters are well known [48], however obtaining a suitable analytic description, mostly as TF in $s$-domain, and circuit implementation of a FO filter is a more complex task. For this purpose, the following two approaches are mainly used:

- Numerical search for coefficients of FO TF to minimize the error between the magnitude frequency response of this TF and the selected target function that determines the FO filter requirements over a defined frequency band. In the previous works e.g. the LP Butterworth [44], Chebyshev [49], inverse Chebyshev [50], elliptic [51], arbitrary quality factor [52], flat band-pass (BP) [53], and HP Butterworth [54] target magnitude responses have been approximated by the FO filter TF. Once the resulting coefficients of the FO TF are found, it is then usually realized using a circuit derived from a known IO analog filter, where a classic capacitor is replaced with FOC. As the implementations of FOE are currently being researched intensively and a solid-state FOE is expected to be available soon, it is important to focus on this design approach and to investigate the
utilization of FOE in traditional filter topologies to transform these into fractional order. The author of this thesis also dealt with this type of FO filters and his respective scientific results are presented in Sections 6.1, 6.2, 6.3, 6.4.1, and 6.4.2.
- The second approach approximates the characteristic of FO filter by a higher IO rational TF, which is then implemented by an IO circuit of increased complexity but using classic off-the-shelf elements. The early works, e.g. [55], [56], [57], are based on IO approximation of $s^{\alpha}$ in the FO TF resulting from the first approach, thus in fact two consecutive approximations are carried out. In the latter works [58], [59], [60], the IO rational approximant is found directly to fit the target characteristic of FO filter. However, the drawbacks here are the limited frequency bandwidth and higher number of components (both active and passive) compared to the first approach. Several author's results concerning this kind of FO filter design are briefly described in Section 6.4.3.
It should be noted that other approaches of obtaining the FO filter TF are also available. Conditions for FO Butterworth TF coefficients based on non-integer order generalization of the Butterworth squared magnitude frequency response are provided in [61]. The design of FO Butterworth-like filter in $w$-plane is presented and the TF coefficients are given in [62], however, the TF contains more poles and thus more terms in denominator and therefore it leads to more complex circuit realizations. Moreover, the procedure is designed for lower-order Butterworth responses having order just between zero and one. A more general approach is provided in [63], which determines the coefficients of FO TF using the transition bandwidth, stop-band frequency gain, and maximum allowable pass-band peak (and not a particular approximation type). The drawback is that the TF coefficients are not provided explicitly for a sufficient range of the input parameters and require designers to setup their own optimization search routines to calculate the required coefficients.


### 2.3 Fractional-Order Oscillators

Oscillators, i.e. circuits that generate sinusoidal signals, form an important group of electrical circuits. In most cases, they are designed as second- or third-order circuits, but many FO oscillators have emerged in recent years. These structures are also characterized by the generation of sinusoidal signals at one or more of their outputs, but they provide some specific properties that are not present in classic IO oscillators. This is the possibility of generating signals with extremely high or low frequencies [64], [65], tuning the oscillation frequency by changing the order of the used FOE(s) [66], [67], [68], setting a stepless phase shift of output signals without limitation to integer multiples of 90 degrees [67] - [70], etc. The disadvantage of FO oscillators is the complexity of their mathematical description, especially the relations for the oscillation frequency and the condition [69], [71]. Thus, the design is not simple and many properties, such as electronic adjustment of the oscillation frequency or condition and their effect on the
phase shifts of the output signals, are not investigated in the literature. Basic FO oscillator design techniques are given in [69]. Known second or third order oscillators with standard passive and active elements, such as operational amplifiers, are used here. These structures are transformed into their fractional counterparts by substituting classic capacitor(s) with FO one(s), with the order of the oscillator being reduced from 2 or 3 to slightly lower. Most of the above-cited works use a standard description of FO oscillators based on a characteristic equation. A simpler approach to the design of these circuits may be to use a resonator consisting of a FO capacitor and inductor in combination with a resistor (negative or positive) providing an undamped operation of the resonator [72]. It offers a straightforward way to understand the oscillator operations and logically derive all important design equations in a practically usable form. The author's contribution to the field of FO oscillators is given in Chapter 7.

## 3. FOE WITH DISTRIBUTED RC LAYERS

Elements with FO impedance, also known as FOEs or simply fractors, are very perspective building blocks for design and implementation of FO circuits and systems. These systems are described by FO differential and integral equations and their analytical description in the Laplace transform contains the non-integer power of the complex variable $s$. As already mentioned in Section 1.1, the admittance of FOE can be generally written as

$$
\begin{equation*}
Y(s)=s^{\alpha} F_{0}, \tag{3.1}
\end{equation*}
$$

whereas when $0<\alpha<1$ the FOC with its pseudo-capacitance $F_{0}$ is concerned and when $-1<\alpha<0$ the FOE represents FOI with pseudo-inductance $1 / F_{0}$. From the viewpoint of FO circuit analysis and synthesis, both FOC and FOI can be assumed. However, as the capacitors are preferred instead of inductors in practical IO circuit design, most of the researchers understand under FOE the FOC only.

The idea of realizing impedances with given characteristics by resistive-capacitive (RC) circuits with distributed parameters was put forward already long ago, see e.g. [73], [74]. The synthesis method is based on utilizing homogenous RC lines of the form R-C0 (resistor-capacitor-conductor) described by voltage-current relations containing hyperbolic trigonometric functions. However, the synthesis of FOE is not considered in the aforementioned works, as well as the problem of its physical realization by film or semiconductor RC lines is not addressed. Therefore, the possibility of FOE synthesis based on R-C-0 lines has been investigated and the physical realization using modern film technologies has been evaluated. It turned out that the implementation is impossible under the existing restrictions on the specific parameters of resistive and dielectric materials, since it leads to element sizes that are comparable with the dimensions of neither ordinary discrete elements, nor integrated circuits. Next to the basic R-C-0 lines, also other types of RC lines were analyzed. As it will be discussed below, the R-C-NR layer structure shows to be suitable for efficient design of FOEs [75], [76], [77]. It contains two resistive layers with resistances $R$ and $N \cdot R$, a capacitive (dielectric) layer with capacitance $C$ between them and four connection terminals as shown in Fig. 3.1.


Fig. 3.1 (a) 3D view of R-C-NR structure; (b) its equivalent schematic

Analyzing the structure in Fig. 3.1(b), the relation between the currents $I_{1}, I_{2}, I_{3}, I_{4}$ and voltages $V_{1}, V_{2}, V_{3}, V_{4}$ can be described using admittance matrix as [78]

$$
\left[\begin{array}{l}
I_{1}  \tag{3.2}\\
I_{2} \\
I_{3} \\
I_{4}
\end{array}\right]=\frac{1}{(1+N) R}\left[\begin{array}{cccc}
\frac{\theta}{\tanh \theta}+N & -\frac{\theta}{\sinh \theta}-N & \frac{\theta}{\sinh \theta}-1 & 1-\frac{\theta}{\tanh \theta} \\
-\frac{\theta}{\sinh \theta}-N & \frac{\theta}{\tanh \theta}+N & 1-\frac{\theta}{\tanh \theta} & \frac{\theta}{\sinh \theta}-1 \\
\frac{\theta}{\sinh \theta}-1 & 1-\frac{\theta}{\tanh \theta} & \frac{\theta}{\tanh \theta}+\frac{1}{N} & -\frac{\theta}{\sinh \theta}-\frac{1}{N} \\
1-\frac{\theta}{\tanh \theta} & \frac{\theta}{\sinh \theta}-1 & -\frac{\theta}{\sinh \theta}-\frac{1}{N} & \frac{\theta}{\tanh \theta}+\frac{1}{N}
\end{array}\right]\left[\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{array}\right],
$$

where

$$
\begin{equation*}
\theta=\sqrt{\mathrm{j} \omega R C(1+N)} . \tag{3.3}
\end{equation*}
$$

As the R-C-NR structure has fourth-order admittance matrix, the number of different synthesizable impedances is significantly larger than for RC lines of the form R-C-0. Therefore, a structural-parametric synthesis method of FOE composed of specifically connected four-terminal homogeneous R-C-NR structures (lines) has been developed [75], [79], [80]. This method described in the next section profits from genetic algorithm, is implemented as a computer program and has shown its effectiveness based on practical experience.

### 3.1 Description of Synthesis Method and Algorithm

The synthesis of any technical object involves creating its structure and determining its parameters. These two parts are called structural and parametric synthesis. The structure of the object determines what physical parts it consists of and how these parts are interconnected. The parameters of the object are understood as structural and electrophysical parameters of its parts. We consider the synthesis of FOE based on R-CNR structures with distributed parameters. Obviously, the structure of the element is given by the interconnection of the particular, in this case four, R-C-NR structures resulting in the connection diagram of the FOE components. The parameters include the properties of the resistive and dielectric rectangular layers, i.e. their lengths $L$ (relative to the unity width $W=1$ of all R-C-NR structures) and electrophysical characteristics, such as resistance and capacitance per unit length. Considering that FOE is supposed to be manufactured in one of the known integrated technologies, it is advisable that the electrophysical characteristics of the layers are the same for all the parts of the element.

The synthesis objective is the constant level (with defined error) of the input impedance phase in the range from 0 to -90 degrees. The frequency range of phase constancy, restrictions on the ratio of the resistivity of the top and bottom resistive layers
$N$, the boundaries of resistance and capacitance per unit length, and fixed values of other parameters in the equivalent circuit model of the RC line, see [75], are set as constraints.

The properties of FOE based on R-C-NR structures are described by a large number of internal factors. For example, there are more than 10000 variants of connection schemes for four four-terminal R-C-NRs, not including combinations of structural and electrophysical parameters of the layers. Therefore, for such objects it is not rational to use common methods of minimizing objective functions. In such cases the heuristic optimization methods are the most effective, in particular evolutionary algorithms based on the generate-and-test principle. One of these methods is the genetic algorithm (GA) [81], which has been also used here for the synthesis of FOE.

When designing the synthesis method, it was very important to specify the coding of R-C-NR FOE factors appropriately. All these factors that fully and unambiguously describe the design of the structure can be represented by a set $\boldsymbol{\Psi}$ of the form

$$
\begin{equation*}
\Psi=\mathbf{P} \cup \mathbf{C} \tag{3.4}
\end{equation*}
$$

where $\mathbf{P}$ is a set of parametric factors, i.e. the parameters of individual R-C-NR structures. The set $\mathbf{C}$ includes circuit structure factors covering the interconnections of adjacent R -C-NRs and their connection to the overall input nodes of the synthesized FOE denoted as in and gnd. The set $\mathbf{P}$ can be further defined as

$$
\begin{equation*}
\mathbf{P}=\mathbf{N} \cup \mathbf{L}, \tag{3.5}
\end{equation*}
$$

where the sets $\mathbf{N}$ and $\mathbf{L}$ include the values of the parameters $N$ (ratio of the resistivity of the top and bottom layers) and $L$ (relative length of the layers) of each R-C-NR. The set C can be specified as

$$
\begin{equation*}
\mathbf{C}=\mathbf{E} \cup \mathbf{A} \cup \mathbf{B}, \tag{3.6}
\end{equation*}
$$

where the set $\mathbf{E}$ includes valid interconnection schemes of adjacent R-C-NRs, the set $\mathbf{A}$ determines the nodes of adjacent R-C-NRs connected to the gnd node, and the set $\mathbf{B}$ defines connections of external terminals of the series of R-C-NR structures to in and gnd nodes or contains information about their interconnection. Since the program for FOE synthesis has been developed in the MATLAB environment, it is advisable to express the introduced sets of the factors in matrix format. The detailed description of these matrices can be found in [79].

The requirements for the frequency response of the impedance phase of the synthesized FOE are determined in the form of a window as seen in Fig. 3.2. The width of the window determines the frequency range of phase constancy ( $\omega_{\min } R C$ to $\omega_{\max } R C$ ), and its height defines the permissible deviation ( $\pm \varepsilon$ ) from a given level of the constant phase $\varphi_{c}$. Regardless of the shape of the phase response, it is important that all its points fall into this window. Therefore, the easiest way to evaluate the fitness function is to determine the number of the phase response points, which are located within a given window.


Fig. 3.2 Example of the allowed window of the phase response for fitness function calculation

In this case the fitness function can be specified by the formula

$$
\begin{equation*}
\text { Fit }=\sum_{i=1}^{M_{\infty}} \sigma_{i} \tag{3.7}
\end{equation*}
$$

where

$$
\sigma_{i}=\left\{\begin{array}{l}
1, \text { if }\left|\varphi_{c}-\varphi_{i}\right|<\varepsilon  \tag{3.8}\\
0, \text { if }\left|\varphi_{c}-\varphi_{i}\right| \geq \varepsilon
\end{array} \text { for } \omega_{\min } R C \leq \omega_{i} R C \leq \omega_{\max } R C,\right.
$$

$\varphi_{i}$ is the value of the impedance phase of the evaluated FOE variant at a frequency $\omega_{i} R C$, $i$ is the number of the frequency point in the given frequency range from $\omega_{\min } R C$ to $\omega_{\max } R C ; i=1,2, \ldots, M_{\omega}$, whereas $M_{\omega}$ is total number of frequency points. In the example in Fig. 3.2 based on the relation (3.7) we get Fit $=11$ (with a maximum possible value of 17). The value of $\varphi_{i}$ is computed by the methods of circuit theory utilizing the admittance matrix of one R-C-NR structure appearing in (3.2) and parametric and circuit factors given by the sets $\mathbf{P}$ and $\mathbf{C}$.

When developing the general structure of GA, it was considered that the elements of the sets $\mathbf{P}$ and $\mathbf{C}$ have different physical nature, different mathematical representations of genes and chromosomes, as well as different algorithms for implementing crossover and mutation operators. Thus, the GA was implemented as multi-stage as seen in the flowchart of the proposed algorithm in Fig. 3.3. At the beginning of the synthesis, the allowed impedance phase window and the genetic algorithm parameters $x, y$ (maximum number of iterations) and $\delta$ (threshold for Fit function) are defined by the user. The program continues with generating random elements of the set $\mathbf{P}$. The block "Formation of parental individuals with parameters from the set C" deals with creating the initial parental pair by random generation of elements of the set $\mathbf{C}$ and computing their fitness functions in cycles until two individuals (i.e. parents) are found with the Fit value higher than a threshold specified internally in the program. A similar block "Formation of parental individuals with parameters from the set $\mathbf{P}$ " is also present in the program which randomly generates elements of the set $\mathbf{P}$ until their Fit value reaches another internally specified
threshold. The choice of parental individuals ensures initial approach of the fitness function to the optimum and essentially influences the fitness function growth in the following parts of the algorithm.


Fig. 3.3 Flow-chart of algorithm for R-C-NR FOE synthesis

From this point the program is divided into two genetic algorithms GA(C) and GA(P). The first one searches for the optimized internal and external connections and the second one deals with optimizing the parametric factors of the R-C-NR FOE. The sets $\mathbf{E}, \mathbf{A}$, and $\mathbf{B}$, see (3.6), are processed by $\mathrm{GA}(\mathbf{C})$ whereas the parametric factors are unaffected. In the case of $\operatorname{GA}(\mathbf{P})$, the sets $\mathbf{N}$ and $\mathbf{L}$, see (3.5), are optimized without altering the connections. The standard blocks "Crossover", "Mutation", and "Selection" are included in both of the partial GAs. The algorithm $\operatorname{GA}(\mathbf{C})$ and also the whole synthesis program are terminated when the Fit value of the two selected individuals reaches a certain threshold $\delta$. For the best results, $\delta$ is equal to the total number of frequency points $M_{\omega}$, hence the user sets $M_{\omega}$ in the user interface. Another condition of termination of $\mathrm{GA}(\mathbf{C})$ is reaching a given number of iterations $x$. In this case the synthesis continues with execution of the algorithm $\operatorname{GA}(\mathbf{P})$ with fixed elements of the set $\mathbf{C}$. As a result, the optimized parameters of the set $\mathbf{P}$ are found. The termination conditions of $\mathrm{GA}(\mathbf{P})$ are the same as in the case of $\operatorname{GA}(\mathbf{C})$. If the algorithm $\operatorname{GA}(\mathbf{P})$ is terminated by exceeding the allowed number of iterations $x$ (and Fit value does not reach $\delta$ ) the program proceeds again with $\mathrm{GA}(\mathbf{C})$. Both GAs can be alternated in this way up to $y$ times, provided that the Fit value still does not reach $\delta$.

Based on the proposed algorithms, the main program modules and user interface for working with the synthesis program in interactive mode have been developed. The user interface dialog boxes are shown in Fig. 3.4. The dialog box in Fig. 3.4(a) is used to set the requirements for the phase response (in degrees) of the input impedance of the FOE in the form of a window. The window height, i.e. the allowed ripple of the phase response, is set by positive " $\mathrm{PH}(+)$ " and negative " $\mathrm{PH}(-)$ " deviation from the mean phase value at the respective frequency. The mean phase values at the lower and upper frequency boundaries are given by " $\mathrm{PH}(\mathrm{Fmin})$ " and " $\mathrm{PH}(\mathrm{Fmax})$ ", respectively. These values are equal for fractional orders that are real numbers. The values " $\lg ($ Fmin $)$ " and " $\lg ($ Fmax $)$ " are logarithms of lower and upper boundary frequencies (in Hz ), which define the frequency range of phase constancy. By setting these values, it is possible to change the frequency bandwidth of the window of the phase constancy and also to shift it along the frequency axis. The values "No of iteration (of each GA)" and "No of GAs cycles" correspond to $x$ and $y$ respectively in Fig. 3.3. The parameter "No of frequency points" specifies the value of $M_{\omega}$.

The program provides two synthesis modes. The button "Synthesis" executes the synthesis without taking into account the technological parameters, whereas "Synthesis(G)" considers these parameters. The technological parameter "G" is the coefficient of proportionality between the transition resistance between the resistive and capacitive layers and the resistance of the top-layer, " $\mathrm{R}_{\mathrm{p}}$ " is the leakage resistance of the capacitive layer, and " $R_{k}$ " is the resistance of metal contacts. These parameters are defined for elemental part of the multilayer R-C-NR network as presented in [75]. They depend on the manufacturing technology and therefore their values are to be determined,
for example by experimental measurement of test samples. The values stated here ( $\mathrm{G}=1$, $R_{p}=10^{8}, R_{k}=0.02$ ) are typical for thick-film technology [82].


Fig. 3.4 Dialog windows of the FOE synthesis program; (a) input and (b) output data of synthesis

When one of the conditions for exiting the synthesis program is fulfilled, the dialog box with synthesis results is displayed (Fig. 3.4(b)) along with the impedance phase graph of the synthesized FOE. The displayed frequency range and the parameters of the R-CNR structures can be changed in this box by user. The synthesis can continue with the changed parameters (but without changing the connections of particular R-C-NR
structures) when Continue is pressed. In addition, this box also provides the possibility of quick analysis of the FOE model with synthesized or user-modified parameters both taking into account the technological parameters "Analysis(G)", and without taking them into account "Analysis".

### 3.2 Verification of Synthesis

The synthesis of FOE based on four R-C-NR sections was carried out for the required constant phase $-35^{\circ}$ with deviation $\pm 1^{\circ}$ in the frequency range 1 kHz to 10 MHz and 50 frequency points. The resulting element is described by the topology in Fig. 3.5 and the parameters $N=5.17, L_{1}=3.8, L_{2}=4, L_{3}=2.4, L_{4}=4$. The original generated values of the layer resistance $R_{0}=3893 \Omega$, and capacitance $C_{0}=200 \mathrm{pF}$ per unity length were modified to the new values $R_{0}=2280 \Omega$, and $C_{0}=77 \mathrm{pF}$ to obtain more suitable dimensions of the thick-film experimental samples. This modification only shifts the FOE impedance characteristic to 4.4 -times higher frequencies without changing its shape. Generally, if the resistance $R_{0}$ and capacitance $C_{0}$ are changed to the new values $A \cdot R_{0}$ and $B \cdot C_{0}$, the impedance characteristic is shifted to $1 /(A \cdot B)$-times higher frequencies without changing its shape.


Fig. 3.5 Designed topology of FOE
Based on the materials used within the thick-film technology to implement the required FOE, the final physical length $\left(L_{\mathrm{Fi}}\right)$ and width $\left(W_{\mathrm{Fi}}\right)$ of $i$-th R-C-NR section are defined as follows:

$$
\begin{equation*}
L_{\mathrm{F} i}=\sqrt{\frac{R_{0} C_{0}}{R_{s q} C_{s q}}} L_{i}, \quad W_{\mathrm{F} i}=\sqrt{\frac{R_{s q} C_{0}}{R_{0} C_{s q}}}, \tag{3.9}
\end{equation*}
$$

where $R_{\mathrm{sq}}$ and $C_{\mathrm{sq}}$ are the sheet resistance (i.e. resistance per square) and capacitance per unit area of the resistive and dielectric inks used for practical realization, respectively. In this case the values are $R_{\mathrm{sq}}=1925 \Omega / \mathrm{sq}$ and $C_{\mathrm{sq}}=4.06 \mathrm{pF} / \mathrm{mm}^{2}$. Using (3.9), the resulting final lengths of the sections are $L_{\mathrm{F} 1}=18 \mathrm{~mm}, L_{\mathrm{F} 2}=18.95 \mathrm{~mm}, L_{\mathrm{F} 3}=11.37 \mathrm{~mm}$, and $L_{\mathrm{F} 4}=18.95 \mathrm{~mm}$, whereas the width of all sections is $W_{\mathrm{F}}=4 \mathrm{~mm}$. The designed FOE was fabricated as a prototype sample [83] in thick-film technology at Brno University of Technology and its photograph is depicted in Fig. 3.6. Note that the sections 3 and 4 are joined together.


Fig. 3.6 Photograph of the fabricated thick-film FOE sample [83] (dimensions approx. $43 \times 16 \mathrm{~mm}$ )

The theoretical FOE phase frequency characteristic displayed by the design program is shown in Fig. 3.7 by black line. The measured characteristic is shown by red color, whereas the blue line shows the simulated phase with the layer resistances and capacitances really achieved in the produced samples. The difference of this simulated (blue) characteristic compared to the synthesized (black) one is caused particularly by the error in the resistance ratio $N$ of the fabricated samples. The measured characteristic matches the simulated one at low frequencies, however the measured phase exhibits parasitic decrease at high frequencies. This phenomenon is primarily caused by parasitic capacitances of the resistive layer contacts which are above each other in the FOE prototype and do not have zero area. To compensate this parasitic effect, the bottom resistive layer was extended by the contact width in order to move the bottom-layer contact and not let it overlap with the top-layer contact.


Fig. 3.7 Phase characteristics of the synthesized R-C-NR FOE (black), measured samples (red), simulated with the real properties of the manufactured materials (blue), and measured samples with compensation of contact parasitic capacitances (green)

The modification was practically verified on fabricated samples and resulted in improvement which is confirmed by the green characteristic in Fig. 3.7. The compensated samples show the impedance phase value between $-36^{\circ}$ to $-39^{\circ}$ in the frequency band from 8.7 kHz to 3 MHz which is 2.5 decades.

### 3.3 Conclusions of the Synthesis Method

The principle of FOE synthesis has been proposed, which consists in the use of segments of R-C-NR lines interconnected in a certain way. A description of the synthesis method has been given with explanation of the employed GA. The method allows obtaining physically feasible designs with a range of fractional order $\alpha$ from approximately 0.06 to 0.94 , i.e. the phase from $5^{\circ}$ to $85^{\circ}$ in the operating frequency range 3 to 3.5 decades. The example of FOE has been synthesized with impedance phase characteristics constant at $35^{\circ}$. The validity of the models employed in the synthesis program has been proven by the circuit simulation program and mainly by the experimentally fabricated samples of FOEs using the thick-film technology. The measurements of the test samples show that impedance phase characteristics correspond with sufficient accuracy to the requirements specified during the synthesis and prove the functionality of the proposed design tool.

Although the verification of the synthesis procedure is presented in this thesis by measurements of only one fabricated sample, the presented method has been verified also by other designs of the author and his team, see [75], [80], [84]. In the future, the presented design method is expected to be verified also in thin-film [85] and in CMOS technology [86].

Methods for trimming parameters of the R-C-NR structures were also developed. These methods use two-dimensional models of the structures and a virtual trimming algorithm to design notches interrupting the upper resistive layer at certain locations. After the physical realization of these notches e.g. by laser, the impedance characteristics of the manufactured FOE will be optimized. Details on trimming can be found in the paper [80]. A parametric FOE is also described in [80], enabling the setting of the impedance order (phase) using the ratio $N$. Although this topic is still in its initial stage, it is very promising, and future research should be directed to the area of the realization of adjustable FOEs using CMOS technology.

## 4. Impedance Transformations of FOE

The problem with most FOE implementations presented so far is that they do not provide electronic adjustability of their impedance magnitude and phase. As discussed in Section 2.1, FOEs can be emulated by Foster or Cauer structures containing a ladder network of resistors and classic capacitors. However, in the basic form these structures are not adjustable. Changing the input impedance magnitude and phase of these structures would require adjusting all resistance and capacitance values. The author of this work and his team proposed a solution that brings controllability to these passive emulation RC structures in the article [87]. The designed circuit is based on Foster I topology, where the passive elements are replaced by adjustable subcircuits with electronically controllable active elements. The adjustable resistors are implemented by OTAs and the tunable capacitors are implemented using capacitance multipliers which employ Voltage Differencing Current Conveyor (VDCC). The proposed structure provides electronic control of the impedance order and electronic shifting of the frequency band of the emulation validity.

Another solution to get adjustable FOE is to use an impedance converter with active elements. This block transforms the impedance of the connected FOE(s) to obtain a required value of its input impedance at specific frequency. In this context, the author of this work dealt with impedance magnitude transformations of FOEs using two-operational-amplifier GIC as described in [88]. Of greater importance are then the author's works on the design of OTA-based gyrator implementing FO inductance simulator, impedance transformations resulting in FOE of complementary order, and the use of GIC to obtain series of FOE values. These topics are described in more detail in the following sections.

### 4.1 Gyrator-Based FO Inductor

Although mainly capacitive FOEs are being developed and used, inductive FOEs (FOIs or inductive fractors) are also required in many FO circuits. Let us mention e.g. electrical equivalent models of biological tissues [10], parallel and series FO LC resonators [72], [89], [90], FO frequency filters [91], [92]. The FOIs can be emulated by e.g. Foster or Cauer ladder circuits consisting of resistors and classic inductors [93]. However, implementation of inductors by classic passive coils is currently being avoided due to their shortcomings, such as bulky dimensions, complicated fabrication, incompatibility with integrated technologies, low quality factor and other parasitic electrical properties.

Assuming a solid-state FOC is expected to be available soon, it is advisable to design FOI by connecting such a FOC to a circuit that provides immittance inversion which is the case of gyrator, immittance inverter or GIC [94]. The convenient solution is a gyrator which can employ only two OTAs offering precise and broadband characteristics thanks
to recent improvements in CMOS technologies. In addition, OTAs allow electronic adjustability of the resulting synthetic inductance. The following part of this section is based on the articles [95] and [96] by the author of this thesis.

Ideal OTA (Fig. 4.1) is a voltage-controlled current source defined by the following relation

$$
\begin{equation*}
i_{\mathrm{OUT}}=g_{\mathrm{m}}\left(v_{+}-v_{-}\right), \tag{4.1}
\end{equation*}
$$



Fig. 4.1 Schematic symbol of OTA
where $g_{\mathrm{m}}$ is the transconductance which is commonly adjustable by an external dc current $I_{\text {SET }}$ or dc voltage $V_{\text {SET }}$. The internal impedance of input and output terminals of an ideal OTA is infinity. The schematic of the gyrator employing two OTAs is shown in Fig. 4.2 [5].


Fig. 4.2 OTA-based gyrator
The input admittance of the circuit can be written as:

$$
\begin{equation*}
Y_{\mathrm{IN}}=\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2}}{Y} . \tag{4.2}
\end{equation*}
$$

Assuming transformation of FOC with $Y(s)=s^{\alpha} F$ and $0<\alpha<1$, the resulting input admittance is

$$
\begin{equation*}
Y_{\text {IN }}(s)=\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2}}{s^{\alpha} F}, \tag{4.3}
\end{equation*}
$$

which represents admittance of FOI with the following magnitude and phase:

$$
\begin{equation*}
Y_{\mathrm{IN}}(j \omega)=\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2}}{\omega^{\alpha} F} \angle-\frac{\alpha \pi}{2} . \tag{4.4}
\end{equation*}
$$

Since it is not possible to produce perfectly ideal active elements, it is suitable to analyze the influence of parasitic properties of OTA on the gyrator function transforming capacitive fractor to inductive one. The deviations of the magnitude and phase impedance characteristic are investigated and the guidelines for minimizing these errors are given. Also steps for optimal utilization of OTA dynamic range are stated below.

### 4.1.1 Influence of OTA Terminal Impedances

Real properties of OTA are usually modeled by shunt resistances and capacitances of the input and output terminals. Input resistance can be very large, especially in CMOS technology, whereas input capacitance is typically tens of femtofarads. Output resistance reaches usually several hundreds of kiloohms and output capacitance up to a few hundreds of femtofarads [97]. Considering these parasitic properties of OTA, the gyrator schematic can be modified to the form in Fig. 4.3.


Fig. 4.3 Gyrator with OTA parasitic properties
The parasitic properties of $\mathrm{OTA}_{1}$ output and $\mathrm{OTA}_{2}$ input are together modeled with $\mathrm{G}_{\mathrm{P} 1}$ and $\mathrm{C}_{\mathrm{P} 1}$. The parasitics of $\mathrm{OTA}_{1}$ input and OTA ${ }_{2}$ output are modeled with GP2 and $\mathrm{C}_{\mathrm{P} 2}$. The relation for gyrator input admittance considering the OTA parasitic properties and loading the gyrator with FOC instead of the element Y is

$$
\begin{equation*}
Y_{\mathrm{IN}}^{\prime}(s)=\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2}}{s^{\alpha} F+G_{\mathrm{P} 1}+s C_{\mathrm{P} 1}}+G_{\mathrm{P} 2}+s C_{\mathrm{P} 2} . \tag{4.5}
\end{equation*}
$$

To illustrate the meaning of (4.5) the passive circuit with the identical input admittance $Y_{\mathrm{IN}}{ }^{\prime}(s)$ can be drawn in Fig. 4.4. Analyzing (4.5) and Fig. 4.4, the FOC connected to the gyrator is transformed to FOI with admittance $g_{\mathrm{m} 1} g_{\mathrm{m} 2} /\left(s^{\alpha} F\right)$ which is in accordance with the relation for ideal case (4.3). Naturally the parasitics $\mathrm{C}_{\text {P1 }}$ and $\mathrm{G}_{\mathrm{P} 1}$ are also transformed by the gyrator and they appear in the structure in Fig. 4.4 as inductor
with admittance $g_{\mathrm{m} 1} g_{\mathrm{m} 2} /\left(s C_{\mathrm{P} 1}\right)$ and resistor with admittance $g_{\mathrm{m} 1} g_{\mathrm{m} 2} / G_{\mathrm{P} 1}$. The elements $\mathrm{G}_{\mathrm{P} 2}$ and $C_{P 2}$ appear directly at the input of the whole structure and thus their admittance is an additive part of the overall input admittance $Y_{\mathrm{IN}}{ }^{\prime}(s)$.


Fig. 4.4 Passive circuit with the input admittance (4.5); the relations in the schematic express admittances of the particular elements

Considering the aforementioned typical values of the OTA parasitic properties, the form of the admittance magnitude and phase frequency characteristics resulting from (4.5) can be depicted by the asymptotic Bode plots in Fig. 4.5. At low frequencies the input admittance is real and its magnitude has a constant value $g_{\mathrm{m} 1} g_{\mathrm{m} 2} / G_{\mathrm{P} 1}$ (when neglecting $G_{P 2}$ which is much lower). This parasitic behavior with limited admittance magnitude and zero phase persists up to the frequency

$$
\begin{equation*}
\omega_{\mathrm{GP} 1} \approx\left(\frac{G_{\mathrm{P} 1}}{F}\right)^{\frac{1}{\alpha}} . \tag{4.6}
\end{equation*}
$$

Above this frequency the admittance of the inductive fractor in Fig. 4.4 is lower than $g_{\mathrm{m} 1} g_{\mathrm{m} 2} / G_{\mathrm{P} 1}$ and the operation of the gyrator can be considered correct, i.e. approximately providing admittance of FOI (4.3), which is marked by the red line in Fig. 4.5. The magnitude of the gyrator input admittance drops with the slope $-20 \alpha \mathrm{~dB} / \mathrm{dec}$ and the phase is $-\alpha \pi / 2$. Note that the admittance characteristics of an ideal inductive fractor can be obtained by linear extension of the red traces in Fig. 4.5 throughout the whole frequency range. The correct behavior of the gyrator may end at the frequency

$$
\begin{equation*}
\omega_{\mathrm{GP} 2} \approx\left(\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2}}{G_{\mathrm{P} 2} F}\right)^{\frac{1}{\alpha}}, \tag{4.7}
\end{equation*}
$$

where the input admittance magnitude decreases to $G_{\mathrm{P} 2}$. Above this frequency, the input admittance has again real character with the magnitude $G_{\mathrm{P} 2}$. Further, above the frequency

$$
\begin{equation*}
\omega_{\mathrm{C} 22} \approx \frac{G_{\mathrm{P} 2}}{C_{\mathrm{P} 2}} \tag{4.8}
\end{equation*}
$$

the influence of the parasitic capacitance $C_{\mathrm{P} 2}$ prevails and the admittance $Y_{\mathrm{IN}}$ has purely
capacitive character which is far away from the desired FO inductor. As shown in Fig. 4.5 by the dashed part of characteristic, it may happen that at the frequency

$$
\begin{equation*}
\omega_{\mathrm{CP} 2}^{\prime} \approx\left(\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2}}{C_{\mathrm{P} 2} F}\right)^{\frac{1}{\alpha+1}} \tag{4.9}
\end{equation*}
$$

the FO admittance $g_{\mathrm{m} 1} g_{\mathrm{m} 2} /\left(s^{\alpha} F\right)$ equals to the admittance $s C_{\mathrm{P} 2}$ while the conductance $G_{\mathrm{P} 2}$ is lower than both of the admittances. In this case the FO inductance produced at the input port of the gyrator resonates with the parallel parasitic capacitance $C_{\text {P2 }}$. This resonance can be potential source of instability. Analysis of (4.5) shows that the real part of $Y_{\mathrm{IN}}$ can never decrease below $G_{\mathrm{P} 2}$ which means that this parasitic element positively impacts the stability of the structure in Fig. 4.3.


Fig. 4.5 Bode magnitude and phase admittance characteristics expressing (4.5) (the values at the magnitude characteristic denote the order of the admittance in the respective frequency band)

The classic inductor in Fig. 4.4 arising from immittance inversion of $C_{\mathrm{P} 1}$ has usually negligible effect on the gyrator input admittance. Its contribution can be in decreasing the input admittance at frequencies above $\omega_{\mathrm{CP} 2}$, however in this band the input admittance is increased by $C_{\mathrm{P} 2}$ which outweighs.

The following recommendations can be drawn from the previous analysis to improve the performance of the gyrator mainly as far as operation bandwidth, and range of obtainable admittance magnitude are concerned:

- If there is a possibility to modify the fractance $F$, increase the values of both $\left(g_{\mathrm{m} 1} g_{\mathrm{m} 2}\right)$ and $F$ such that the ratio $\left(g_{\mathrm{m} 1} g_{\mathrm{m} 2}\right) / F$ remains constant. This decreases the lower cut-off frequency $\omega_{\mathrm{GP} 1}$, and thus, expands the band of correct operation of the gyrator to lower frequencies without affecting the FO inductance. Moreover, the maximum obtainable magnitude of input admittance $g_{\mathrm{m} 1} g_{\mathrm{m} 2} / G_{\mathrm{P} 1}$ increases.
- From the OTA parasitic properties, the main effort should be to decrease $G_{\mathrm{P} 1}$, which also brings a decrease of $\omega_{\text {GP1 }}$ and an increase of maximum input admittance magnitude. Adherence to the recommendation on decreasing $G_{\mathrm{P} 1}$ will also efficiently increase $\omega_{\mathrm{GP} 2}$, as due to the gyrator topology, we may assume $G_{\mathrm{P} 1}$ $\approx G_{\mathrm{P} 2}$. This can be achieved by choosing an OTA structure that offers low parasitic conductance at input and output terminals. An alternative way to reduce a parasitic conductance in the gyrator is connecting a negative conductance in parallel as described in the author's article [96]. To further optimize the gyrator operation at high frequencies in terms of increasing $\omega_{\mathrm{CP} 2}$, it is recommended to choose an OTA structure with low $C_{\mathrm{P} 2}$.

It is also interesting that for lower values of $\alpha$, the bandwidth of the correct operation is widened which is related to the lower steepness of the admittance magnitude characteristic. Thus, a gyrator implementing a FOI has a higher bandwidth than a gyrator implementing a classic inductor.

### 4.1.2 Dynamic Properties

Next to the non-ideal frequency analysis, it is also important to investigate the dynamic properties of the gyrator such that the amplifiers operate in linear mode and the maximum voltage and current values of their terminals are not exceeded. As far as common OTAs are concerned, the most limiting is the non-linearity of their input transistor stage, which takes effect already at differential input voltages of several tens of millivolts. Let us denote the maximum allowed amplitude of OTA input voltage for linear operation $V_{\text {ota,max. }}$ The output drive current of OTA is also limited to a maximum value Iota,MaX; whereas, it holds Iota,MaX $=g_{\mathrm{m}} V_{\text {Ota,Max. }}$. The value of $V_{\text {Ota, max }}$, and also maximum allowable transconductance $g_{\mathrm{m}}$ can be determined from the respective OTA documentation. The following two conditions must be met to avoid the non-linear operation of the gyrator:

- The gyrator input voltage $V_{\text {IN }}$ must not be higher than the allowed input voltage range of OTA ${ }_{1} V_{\text {otal,max }}$

$$
\begin{equation*}
V_{\mathrm{IN}} \leq V_{\text {OTA }, \mathrm{MAX}} \tag{4.10}
\end{equation*}
$$

- The second condition for $V_{\text {IN }}$ provides that the voltage swing across the gyrator
loading admittance $Y$ does not exceed the maximum possible $\mathrm{OTA}_{2}$ input voltage $V_{\text {ota } 2, \mathrm{MAX}}$

$$
\begin{equation*}
V_{\mathrm{IN}} \leq \frac{g_{\mathrm{m} 2} V_{\mathrm{OTA} 2, \mathrm{MAX}}}{\left|Y_{\mathrm{IN}}\right|} \tag{4.11}
\end{equation*}
$$

Apparently, the allowed $V_{\mathrm{IN}}$ according to (4.11) changes with frequency. It reaches the minimum value at the lowest operating frequency where $\left|Y_{\text {IN }}\right|$ is maximal. It can be concluded that the gyrator input voltage $V_{\text {IN }}$ must meet both the conditions (4.10) and (4.11) simultaneously when the linear operation of both OTAs is required. If the conditions for maximum gyrator input current $I_{\text {IN }}$ are required, they can be easily derived from (4.10) and (4.11) by substituting $V_{\mathrm{IN}}=I_{\mathrm{IN}} /\left|Y_{\mathrm{IN}}\right|$.

Practical guidelines for gyrator parameter design were compiled based on the above observations. For those interested they are available in the work [96]. By following these rules, in addition to the correct input admittance, the highest possible frequency and magnitude range of the gyrator are ensured and the active elements are prevented from non-linear operation and overloading.

If the $\mathrm{OTA}_{2}$ with differential (balanced) output is available, it is possible to easily obtain a differential gyrator with floating input as also demonstrated in the author's work [96].

### 4.1.3 Simulation Results and Concluding Remarks

To verify the results presented in the Subsection 4.1.1, the computer simulation of the input admittance of the gyrator was carried out using OrCAD software. The parasitic properties were chosen $1 / G_{\mathrm{P} 1}=1 / G_{\mathrm{P} 2}=346 \mathrm{k} \Omega, C_{\mathrm{P} 1}=C_{\mathrm{P} 2}=0.28 \mathrm{pF}$, which is in accordance with the CMOS OTA cell introduced in the work [97]. The OTA transconductances are $g_{\mathrm{m} 1}=g_{\mathrm{m} 2}=1 \mathrm{mS}$. A total of four loading admittances Y were employed with identical magnitude $|Y|=1 \mathrm{mS}$ at 1 kHz and different $\alpha=0.25,0.5,0.75$, 1, i.e. three of them FO and one classic capacitor. The respective values of the fractance $F$ are $112 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.75}, 12.6 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.5}, 1.42 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.25}, 159 \mathrm{nF}$. The simulation results are depicted in Fig. 4.6.

The characteristics with solid lines were obtained using ideal FOCs modeled in OrCAD by GFREQ controlled source with interconnected input and output, similar to OTA-based resistor. For more details on the ideal FOC modeling by the GFREQ block see Subsection 6.1.3. The solid-line characteristics in Fig. 4.6 are in accordance with the Bode plots in Fig. 4.5. The important cut-off frequencies and asymptotic magnitude and phase values are confirmed by the simulations. The limited frequency band of the correct functionality of the gyrator can be observed. The maximum admittance magnitude at low frequencies reaches $g_{\mathrm{m} 1} g_{\mathrm{m} 2} / G_{\mathrm{P} 1}=346 \mathrm{mS}$ in all cases. The constant magnitude section between $\omega_{\mathrm{GP} 2}$ and $\omega_{\mathrm{CP} 2}$ is not apparent in the simulations as the value $G_{\mathrm{P} 2}=0.0029 \mathrm{mS}$ is
too low to take effect. It is also confirmed that the bandwidth of correct operation increases as $\alpha$ decreases.


Fig. 4.6 Simulated magnitude and phase characteristics of gyrator input admittance

The simulations with FOC emulated by 5th order Foster I structure containing standard resistors and capacitors computed for Oustaloup approximation [25] are also presented in Fig. 4.6 by dotted lines. Only the case with $\alpha=0.5$ was chosen to maintain clarity of the graph. Two different emulators of FOC were used, as covering the whole gyrator operating bandwidth which is more than seven decades would require a very complex emulator structure. Thus, the first emulator covers the frequency range 0.1 Hz to 1 kHz (marked with smaller dots in Fig. 4.6) and the second one 1 kHz to 10 MHz (marked with larger dots in Fig. 4.6). The schematic and values of resistors and capacitors of the Foster I emulator can be found in [95]. The dotted characteristics in Fig. 4.6 simulated with the emulated FOC exhibit an additional error compared to the solid green characteristic obtained using ideal FOC. The operational frequency band of the emulator is lower than the bandwidth of the gyrator with ideal FOC and considering only the real

OTA properties. Thus, the bandwidth of the FOC is a limiting factor of the total bandwidth of the gyrator.

To conclude, the immittance inversion by gyrator is suitable for obtaining FOIs as they are not as easy to manufacture in passive form as FOCs. Nevertheless, this approach has limitations caused by the active element real properties, affecting mainly the operational bandwidth, range of the obtainable input admittance and dynamic range. While designing the gyrator circuit it is essential to set sufficiently large OTA transconductances. This leads also to large fractance $F$, which reduces the circuit sensitivity to the parasitics $G_{\mathrm{P} 1}$ and $C_{\mathrm{P} 1}$.

The Section 4.1 is based mainly on the findings of the paper [95]. As already referenced, a significant extension of this topic can be found in the author's article [96], where, for example, the compensation of parasitic conductance of OTA terminals by means of a shunt negative resistor realized by a specially connected OTA is practically shown. Furthermore, the dynamic optimization following the rules introduced in the Subsection 4.1.2 is also performed in the article. The step-by-step guidelines for the design of gyrator parameters, including the flowchart, the floating gyrator variant, and practical design of FOI for an electrical model of the human respiratory system are also demonstrated in [96].

### 4.2 FOE of Complementary Order

Wider possibilities of FOE immittance transformations in comparison with the gyrator described in Section 4.1 are presented in articles [98] and [99], in which the author of this thesis also participated. Transformation of FOEs and their fractional order $\alpha$ to obtain the complementary order $\beta=1-\alpha$ is demonstrated there. The transformation also allows to obtain capacitive and/or inductive FOEs with adjustable pseudo-capacitance and/or pseudo-inductance, which results in significant reduction of the required FOEs or their RC emulators in a final circuit, where the feature of tunability and adjustability is required. Furthermore, FO frequency-dependent negative resistors of type I (FDNR-I) or fractional $D$ elements specified with $D$ parameter [100] can be obtained using the approach.

Assume GIC as shown in Fig. 4.7 containing three admittances $\mathrm{Y}_{1}-\mathrm{Y}_{3}$ as passive elements and a network of generally arbitrary types of active elements.


Fig. 4.7 General view on immittance converter
Let the input admittance $Y_{\text {IN }}$ of this GIC be defined as

$$
\begin{equation*}
Y_{\mathrm{IN}}=\frac{Y_{2} Y_{3}}{Y_{1}} . \tag{4.12}
\end{equation*}
$$

Selecting the specific types (i.e. resistor, capacitor and/or FOE) of the individual admittances $\mathrm{Y}_{1}-\mathrm{Y}_{3}$, the following transformation cases can be described:

- Case I: $Y_{1}=s^{\alpha} F_{\alpha}, Y_{2}=s C, Y_{3}=G$

$$
\begin{equation*}
Y_{\mathrm{IN} 1}=s^{\beta} \frac{C G}{F_{\alpha}}, \tag{4.13}
\end{equation*}
$$

and FOC with complementary order $\beta=1-\alpha$ and pseudo-capacitance $C G / F_{\alpha}$ is obtained.

- Case II: $Y_{1}=G_{1}, Y_{2}=s^{\alpha} F_{\alpha}, Y_{3}=G_{2}$

$$
\begin{equation*}
Y_{\mathrm{IN} 2}=s^{\alpha} \frac{F_{\alpha} G_{2}}{G_{1}}, \tag{4.14}
\end{equation*}
$$

and the FO capacitance multiplier is designed with the multiplication constant $G_{2} / G_{1}$, whereas the fractional order remains unchanged.

- Case III: $Y_{1}=s^{\alpha} F_{\alpha}, Y_{2}=G_{1}, Y_{3}=G_{2}$

$$
\begin{equation*}
Y_{\mathrm{IN} 3}=\frac{G_{1} G_{2}}{s^{\alpha} F_{\alpha}}, \tag{4.15}
\end{equation*}
$$

and the synthetic FOI is designed with the order $\alpha$ and its pseudo-inductance $F_{a} /\left(G_{1} G_{2}\right)$.

- Case IV: $Y_{1}=s C, Y_{2}=s^{\alpha} F_{\alpha}, Y_{3}=G$
$Y_{\mathrm{IN} 4}=\frac{F_{\alpha} G}{s^{\beta} C}$,
and the FOI with complementary order $\beta=1-\alpha$ and pseudo-inductance $C /\left(F_{\alpha} G\right)$ is obtained.
- Case V: $Y_{1}=s^{\alpha} F_{\alpha}, Y_{2}=s C_{1}, Y_{3}=s C_{2}$

$$
\begin{equation*}
Y_{\mathrm{IN} 5}=s^{2-\alpha} \frac{C_{1} C_{2}}{F_{\alpha}}, \tag{4.17}
\end{equation*}
$$

and the FO FDNR-I with its order $(2-\alpha)$ and the parameter $D=C_{1} C_{2} / F_{\alpha}$ is defined.

- Case VI: $Y_{1}=G, Y_{2}=s^{\alpha} F_{\alpha}, Y_{3}=s C$

$$
\begin{equation*}
Y_{\mathrm{IN} 6}=s^{1+\alpha} \frac{F_{\alpha} C}{G}, \tag{4.18}
\end{equation*}
$$

and again, the FO FDNR-I as in Case V is obtained, however here its fractional
order is $(1+\alpha)$ and the parameter $D=F_{\alpha} C / G$.
Assuming that only one discrete FOE is expected to be employed in the transformation cell, generally the Case VII can be defined for $Y_{1}=s C_{1}, Y_{2}=s^{\alpha} F_{\alpha}$, $Y_{3}=s C_{2}$. In this case, however, the definition of input impedance is given by (4.14) and fractional capacitor multiplier is designed again, just the multiplication constant is $C_{2} / C_{1}$. Note that all the Cases described above assume at most one FOE. Using more FOEs, other design cases of passive synthetic elements can be defined, but are not analyzed here.

It is evident that for each of the possible design Cases described above the required fractional order and/or the value of the pseudo-capacitance, pseudo-inductance or pseudo$D$ can be adjusted by properly selecting the parameters of the passive elements. Note that for Cases I-IV, the general admittance $Y_{3}$ has the character of a basic conductor (i.e. $G$ ). Hence, OTA element defined with its adjustable transconductance $g_{\mathrm{m}}$ can be advantageously used for the design of the transformation cell, as it offers electronic adjustability of the pseudo-capacitance or pseudo-inductance of the final FOE. Furthermore, the Cases I and IV show that FOEs of fractional order $\beta$ being complementary to the original fractional order $\alpha$ of the assumed capacitive FOE are obtained. Hence, for the practical design and mainly in case of implementing the FO function blocks as integrated circuits, significantly reduced number of FOEs is required to offer sufficient tunability and adjustability.

### 4.2.1 Implementation by GIC

The above described theory of transforming FOEs is verified using the immittance converter. To follow the advantage of electronic adjustability of the final FO synthetic elements, the operational transconductance amplifier (OTA), see Fig. 4.1 and equation (4.1), is employed in this converter. The second active element used is a simple secondgeneration current conveyor CCII (Fig. 4.8), whose behaviour is defined by the following relations for terminal currents and voltages: $i_{\mathrm{Y}}=0 ; v_{\mathrm{X}}=v_{\mathrm{Y}} ; i_{\mathrm{Z}}=i_{\mathrm{X}}$.


Fig. 4.8 Schematic symbol of CCII
Using the OTA and CCII as active elements, the GIC as shown in Fig. 4.9 can be used and its input admittance can be expressed as

$$
\begin{equation*}
Y_{\mathrm{IN}}=\frac{Y_{2} g_{\mathrm{m}}}{Y_{1}} \tag{4.19}
\end{equation*}
$$



Fig. 4.9 General immittance converter using CCII and OTA as active elements
This relation corresponds to (4.12) assuming that $Y_{3}=g_{\mathrm{m}}$. Selecting the type of the admittances $\mathrm{Y}_{1}$ and $\mathrm{Y}_{2}$ according to the Cases I-IV as described above, the grounded FOC or FOI with the order $\alpha$ or $\beta(\beta=1-\alpha)$ and adjustable pseudo-capacitance or pseudo-inductance can be designed.

The Cases I and II of transforming discrete FOE are further analyzed through simulations and also experimental measurements in the article [99]. For this purpose, the Foster I RC network emulating FOC with fractional order $\alpha=0.2$ is utilized. The active elements in the GIC were implemented using commercially available AD844 circuits [101]. It has been practically proven that with the help of GIC it is possible to electronically adjust the pseudo-capacitance by setting the transconductance $g_{\mathrm{m}}$ without affecting the fractional order $\alpha=0.2$ or $\beta=1-0.2=0.8$. See the article [99] for more details on verifying the functionality of the circuit in Fig. 4.9.

### 4.3 FOE Series Using GIC

This section further expands and generalizes the possibilities of FOE impedance transformations. It builds on the findings from the previous Section 4.2, while the GIC of Fig. 4.7 is further expanded in order to obtain greater variability of input admittances. This approach enables an efficient design of FOE series while using a very limited set of "seed" FOEs. The author's works [102], [103] dealing with this topic show the use of only up to two "seed" FOEs with properly selected fractional order $\alpha_{\text {seed }}$ (the same order for both FOEs) as passive elements that results in the design of a series of 17 synthetic FOEs with different $\alpha$ being in the range [ $-2 ; 2$ ].

The final extension of these transformations is described by the author and his team in the article [24], on which this extensive Section 4.3 is based. A concept to efficiently design a series of floating synthetic FOEs using GIC is proposed here. Using even single or a very limited number of "seed" FOEs it is possible to obtain a wide set of new FOEs featuring fractional order $\alpha$ being in the range $[-p ; p]$, where $p$ is arbitrary integer number. The concept is further developed by proposing a general circuit structure of the GIC that employs OTAs as active elements. To show the efficiency of the proposed technique, the use of only up to two "seed" FOEs with properly selected fractional orders as passive elements results in the design of a series of 51 FOEs with different $\alpha$ being in the range
[-2;2]. Comprehensive analysis of the proposed GIC is given including effect of parasitic properties of active elements and optimization process to improve the overall performance.

Assume a general function block as shown in Fig. 4.10 that is represented by general active/passive network to which general admittance elements $\mathrm{Y}_{i}(i=1, \ldots, p ; p$ being even number) are connected. The general active/passive network may represent arbitrary interconnection of an arbitrary type of active and passive elements and is determined by its parameter $g$, a transconductance specific for this active/passive network.


Fig. 4.10 View on general immittance converter as a function block
Let the input admittance $Y_{\text {IN }}$ of such a general function block be defined as

$$
\left[Y_{\text {IN }}\right]=\left[\begin{array}{cc}
1 & -1  \tag{4.20}\\
-1 & 1
\end{array}\right] \frac{\prod_{i=1}^{p / 2} Y_{(2 i)}}{\prod_{i=1}^{p / 2} Y_{(2 i-1)}} g
$$

The general admittances $Y_{i}(i=1, \ldots, p)$ may be represented by any type of passive element, such as conductor (i.e. resistor), inductor, capacitor, and FOE with their fractional orders $\alpha_{i}$ equal to $0,-1,1$, and $\alpha_{\mathrm{FOE}}\left(-1<\alpha_{\mathrm{FOE}}<0\right.$ or $\left.0<\alpha_{\mathrm{FOE}}<1\right)$, respectively, in accordance with the admittance format (3.1). Under these assumptions, for the fractional order $\alpha$ defining the phase angle of the input admittance (4.20) can be written

$$
\begin{equation*}
\alpha=\sum_{i=1}^{p / 2} \alpha_{(2 i)}-\sum_{i=1}^{p / 2} \alpha_{(2 i-1)} . \tag{4.21}
\end{equation*}
$$

and the feasible range of fractional order $\alpha$ is defined as $[-p, p]$. To better demonstrate the advantageous features of the proposed concept of designing a series in fractional order $\alpha$ of FOEs, let $p=4$. Then (4.20) and (4.21) simplify to:

$$
\left[Y_{\mathrm{IN}}\right]=\left[\begin{array}{cc}
1 & -1  \tag{4.22}\\
-1 & 1
\end{array}\right] \frac{Y_{2} Y_{4}}{Y_{1} Y_{3}} g,
$$

and

$$
\begin{equation*}
\alpha=\alpha_{2}+\alpha_{4}-\alpha_{1}-\alpha_{3}, \tag{4.23}
\end{equation*}
$$

respectively.

As in practical analog circuit design, classic inductors, and/or inductive fractors are not commonly used, in the further text it is assumed that the general admittance elements $\mathrm{Y}_{i}$ may be replaced only by conductors ( $\alpha_{i}=0$ ), capacitors ( $\alpha_{i}=1$ ), and/or capacitive FOEs ( $\alpha_{i}=\alpha_{\mathrm{FOE}}, 0<\alpha_{\mathrm{FOE}}<1$ ). Consequently, the following set of synthetic passive elements observed at the input of the immittance converter and specific with their fractional order $\alpha$ can be described:

- Frequency-dependent negative resistor - type I (FDNR-I), $\alpha=2$,
- Fractional FDNR-I, $1<\alpha<2$,
- Capacitor C, $\alpha=1$,
- Capacitive FOE, $0<\alpha<1$,
- Resistor R, $\alpha=0$,
- Inductive FOE, $-1<\alpha<0$,
- Inductor $\mathrm{L}, \alpha=-1$,
- Fractional frequency-dependent negative resistor - type II (FDNR-II), $-2<\alpha<-1$,
- FDNR-II, $\alpha=-2$.

Note that the feasible range of fractional order $\alpha$ is now [-2,2] only, which is caused by the fact that neither classic nor fractional inductors are assumed to replace one or more general admittance elements $\mathrm{Y}_{i}$.

The frequency-dependent negative resistor-type I (FDNR-I) is also referred to as the $D$ element (or double capacitor) and features purely real negative resistance that decreases in magnitude with increasing frequency [100], whereas FDNR-II also exhibits purely real negative resistance, however, its magnitude increases for increasing frequency. Additionally, comparing with [42], the inductive FOE, fractional FDNR-II, fractional FDNR-I, and capacitive FOE, may be referred to as Type-I fractor, Type-II fractor, TypeIII fractor, and Type-IV fractor, respectively.

Using GIC allows to obtain a wide series of new FOEs using a very limited set of "seed" FOEs and their fractional order $\alpha_{\text {seed }}$. As an example, assume a "seed" FOE with fractional order $\alpha_{\text {seed }}=0.2$. Using always at most two identical "seed" FOEs and two capacitors together with conductors to replace external admittance elements $\mathrm{Y}_{i}$ ( $i=1, \ldots, 4$ ) in (4.22), then according to (4.23) 19 unique values of fractional order $\alpha$ from the range $[-2,2]$ are obtained. The combinations of external passive elements, i.e., of the conductors, capacitors, and "seed" FOEs, are listed in Tab. 4.1 in terms of their $\alpha_{i}$ values.

To better comprehend the advantage in utilizing "seed" FOEs, even 51 different values of fractional order $\alpha$, still from the range [-2, 2], can be obtained by assuming two different order values $\alpha_{\text {seed } 1}=0.25$ and $\alpha_{\text {seed } 2}=0.0625$. As a result, for each $\alpha$, the input admittance $Y_{\text {IN }}$ given by (4.22) features a phase angle from the range [ $-180,180$ d degrees as illustrated in Fig. 4.11. The specific combinations of external admittance types defined by their $\alpha_{i}$ are summarized in Tab. 4.2.

Table 4.1 Combinations of admittances $Y_{i}$, their $\alpha_{i}$ and the unique fractional order $\alpha$ of $Y_{\text {IN }}$ for $\alpha_{\text {seed }}=0.2$

| $\boldsymbol{\alpha}_{\mathbf{1}}$ | $\boldsymbol{\alpha}_{\mathbf{2}}$ | $\boldsymbol{\alpha}_{\mathbf{3}}$ | $\boldsymbol{\alpha}_{\mathbf{4}}$ | $\boldsymbol{\alpha}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 1 | 2 |
| 0.2 | 1 | 0 | 1 | 1.8 |
| 0.2 | 1 | 0.2 | 1 | 1.6 |
| 0 | 1 | 0 | 0.2 | 1.2 |
| 0 | 1 | 0 | 0 | 1 |
| 0.2 | 1 | 0 | 0 | 0.8 |
| 0.2 | 1 | 0.2 | 0 | 0.6 |
| 0 | 0.2 | 0 | 0.2 | 0.4 |
| 0 | 0.2 | 0 | 0 | 0.2 |
| 0 | 0 | 0 | 0 | 0 |
| 0.2 | 0 | 0 | 0 | -0.2 |
| 0.2 | 0 | 0.2 | 0 | -0.4 |
| 1 | 0.2 | 0 | 0.2 | -0.6 |
| 1 | 0.2 | 0 | 0 | -0.8 |
| 1 | 0 | 0 | 0 | -1 |
| 1 | 0 | 0.2 | 0 | -1.2 |
| 1 | 0.2 | 1 | 0.2 | -1.6 |
| 1 | 0.2 | 1 | 0 | -1.8 |
| 1 | 0 | 1 | 0 | -2 |



Fig. 4.11 Feasible phase angles of $Y_{\text {IN }}$ (4.22) using up to two seed FOEs with $\alpha_{\text {seed } 1}=0.25$ and $\alpha_{\text {seed } 2}=0.0625$

Hence, it may be obvious that using a very limited set of "seed" FOEs, a broad series of new FOEs primarily with different fractional order $\alpha$ may be obtained. Furthermore, by adjusting the values of external capacitors $(\mathrm{C})$, conductors $(\mathrm{G})$, and most preferably also the transconductance $g$ of the active/passive network it is possible to obtain a generally arbitrary value of the fractance being observed at the input of the GIC.

Table 4.2 Combinations of admittances $Y_{i}$, their $\alpha_{i}$ and the unique fractional order $\alpha$ of $Y_{\text {IN }}$ for $\alpha_{\text {seed } 1}=0.25$ and $\alpha_{\text {seed } 2}=0.0625$

| $\boldsymbol{\alpha}_{\mathbf{1}}$ | $\boldsymbol{\alpha}_{\mathbf{2}}$ | $\boldsymbol{\alpha}_{\mathbf{3}}$ | $\boldsymbol{\alpha}_{\mathbf{4}}$ | $\boldsymbol{\alpha}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 1 | 2 |
| 0 | 1 | 0.0625 | 1 | 1.9375 |
| 0.0625 | 1 | 0.0625 | 1 | 1.875 |
| 0 | 1 | 0.25 | 1 | 1.75 |
| 0.0625 | 1 | 0.25 | 1 | 1.6875 |
| 0.25 | 1 | 0.25 | 1 | 1.5 |
| 0 | 1 | 0 | 0.25 | 1.25 |
| 0 | 1 | 0.0625 | 0.25 | 1.1875 |
| 0.0625 | 1 | 0.0625 | 0.25 | 1.125 |
| 0 | 1 | 0 | 0.0625 | 1.0625 |
| 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0.0625 | 0 | 0.9375 |
| 0.0625 | 1 | 0.0625 | 0 | 0.875 |
| 0 | 1 | 0.25 | 0.0625 | 0.8125 |
| 0 | 1 | 0.25 | 0 | 0.75 |
| 0.0625 | 1 | 0.25 | 0 | 0.6875 |
| 0.25 | 1 | 0.25 | 0.0625 | 0.5625 |
| 0 | 0.25 | 0 | 0.25 | 0.5 |
| 0 | 0.25 | 0.0625 | 0.25 | 0.4375 |
| 0.0625 | 0.25 | 0.0625 | 0.25 | 0.375 |
| 0 | 0.25 | 0 | 0.0625 | 0.3125 |
| 0 | 0.25 | 0 | 0 | 0.25 |
| 0 | 0.25 | 0.0625 | 0 | 0.1875 |
| 0 | 0.0625 | 0 | 0.0625 | 0.125 |
| 0 | 0.0625 | 0 | 0 | 0.0625 |
| 0 | 0 | 0 | 0 | 0 |
|  |  |  |  |  |


| $\boldsymbol{\alpha}_{\mathbf{1}}$ | $\boldsymbol{\alpha}_{\mathbf{2}}$ | $\boldsymbol{\alpha}_{\mathbf{3}}$ | $\boldsymbol{\alpha}_{\mathbf{4}}$ | $\boldsymbol{\alpha}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.0625 | 0 | 0 | 0 | -0.0625 |
| 0.0625 | 0 | 0.0625 | 0 | -0.125 |
| 0.25 | 0 | 0 | 0.0625 | -0.1875 |
| 0.25 | 0 | 0 | 0 | -0.25 |
| 0.25 | 0 | 0.0625 | 0 | -0.3125 |
| 0.25 | 0.0625 | 0.25 | 0.0625 | -0.375 |
| 0.25 | 0 | 0.25 | 0.0625 | -0.4375 |
| 0.25 | 0 | 0.25 | 0 | -0.5 |
| 1 | 0.25 | 0.0625 | 0.25 | -0.5625 |
| 1 | 0.0625 | 0 | 0.25 | -0.6875 |
| 1 | 0 | 0 | 0.25 | -0.75 |
| 1 | 0 | 0.0625 | 0.25 | -0.8125 |
| 1 | 0.0625 | 0 | 0.0625 | -0.875 |
| 1 | 0 | 0 | 0.0625 | -0.9375 |
| 1 | 0 | 0 | 0 | -1 |
| 1 | 0 | 0.0625 | 0 | -1.0625 |
| 1 | 0.0625 | 0.25 | 0.0625 | -1.125 |
| 1 | 0 | 0.25 | 0.0625 | -1.1875 |
| 1 | 0 | 0.25 | 0 | -1.25 |
| 1 | 0.25 | 1 | 0.25 | -1.5 |
| 1 | 0.0625 | 1 | 0.25 | -1.6875 |
| 1 | 0 | 1 | 0.25 | -1.75 |
| 1 | 0.0625 | 1 | 0.0625 | -1.875 |
| 1 | 0 | 1 | 0.0625 | -1.9375 |
| 1 | 0 | 1 | 0 | -2 |

### 4.3.1 Implementation and Properties of GIC

To prove the theoretical concept in designing series of floating FOEs, the novel configuration of GIC based on OTAs is shown in Fig. 4.12. Considering the relation (4.1) describing OTA and performing routine algebraic analysis, the input admittance is determined as

$$
\left[Y_{\mathbb{N}}\right]=\left[\begin{array}{cc}
1 & -1  \tag{4.24}\\
-1 & 1
\end{array}\right] \frac{\prod_{i=1}^{p / 2} Y_{(2 i)}}{\prod_{i=1}^{p / 2} Y_{(2 i-1)}} \frac{\prod_{i=1}^{p / 2+2} g_{\mathrm{m}(2 i-1)}}{\prod_{i=1}^{p / 2+1} g_{\mathrm{m}(2 i)}}
$$



Fig. 4.12 Proposed OTA-based general immittance converter
Comparing (4.24) with (4.20), it may be observed that the proposed circuit from Fig. 4.12 fully follows the behavior of a GIC, whereas for the transconductance $g$ it holds

$$
\begin{equation*}
g=\frac{\prod_{i=1}^{p / 2+2} g_{\mathrm{m}(2 i-1)}}{\prod_{i=1}^{p / 2+1} g_{\mathrm{m}(2 i)}} \tag{4.25}
\end{equation*}
$$

The following beneficial features of the proposed GIC are identified:

- Floating synthetic FOEs are designed;
- only grounded external admittances are employed;
- electronic tunability of $\left|Y_{\text {IN }}\right|$ is possible by proper adjustment of the transconductances $g_{\mathrm{m}}$ of the active elements;
- there is no restriction concerning matching between passive (external) or active elements.
In theory, using the proposed OTA-based GIC from Fig. 4.12, the feasible range of the fractional order $\alpha$ is $[-p, p]$, whereas $p$ is generally an arbitrary even integer number. For a more practical design of a series of FOE, let $p=4$. The GIC from Fig. 4.12 simplifies to a circuit as shown in Fig. 4.13, whose input admittance according to (4.24) is specified as

$$
\left[Y_{\mathrm{IN}}\right]=\left[\begin{array}{cc}
1 & -1  \tag{4.26}\\
-1 & 1
\end{array}\right] \frac{Y_{2} Y_{4}}{Y_{1} Y_{3}} \frac{g_{\mathrm{m} 1} g_{\mathrm{m} 3} g_{\mathrm{m} 5} g_{\mathrm{m} 7}}{g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}} .
$$



Fig. 4.13 Proposed OTA-based general immittance converter for $p=4$
For the same reasons as already discussed above, assuming the external admittance elements $\mathrm{Y}_{i}(i=1, \ldots, 4)$ to be suitably replaced by conductors, capacitors, and capacitivetype "seed" FOEs, the immittance converter from Fig. 4.13 is capable of designing a series of FOEs with the fractional order $\alpha$ in the range $[-2,2]$. Once the inductors and inductive FOEs are used to replace one or more external admittances, the range of fractional order $\alpha$ will be $[-4,4]$.

For the purpose of analysis of the real behavior of the proposed GIC from Fig. 4.13, the OTA element designed in the $0.18 \mu \mathrm{~m}$ TSMC CMOS process as presented in [97] is used. The transconductance $g_{\mathrm{m}}$ of this element can be controlled by external voltage according to the relation

$$
\begin{equation*}
g_{\mathrm{m}}=2 \cdot 10^{-3} \cdot V_{\mathrm{SET}} \tag{4.27}
\end{equation*}
$$

in the range of $V_{\text {SET }}$ from 0 to 0.5 V , i.e. $g_{\mathrm{m}}$ ranging from 0 to 1 mS . Details on this OTA element can be found in the article [97] and in [24], from which this section is mostly based.

### 4.3.2 Influence of OTA Parasitics and Optimization of GIC Performance

Similarly to the gyrator case in Subsection 4.1.1, the influence of real (parasitic) properties of OTAs on the overall performance of the proposed GIC will be analyzed. In theory, the internal impedance of OTA input and output terminals is infinity. Considering a real OTA, its properties are commonly modeled by resistances and capacitances
connected between each of the terminals and ground. Considering these OTA parasitic properties, the proposed GIC from Fig. 4.13 can be redrawn as seen in Fig. 4.14.


Fig. 4.14 Proposed GIC with OTA parasitic properties
Assuming that all OTAs in the circuit are the same, the parasitic conductors $\mathrm{Gp}_{\mathrm{p}}$ symbolize a parallel combination of the input and output internal resistances of OTA. Similarly, the parasitic capacitors $C_{P}$ represent a parallel combination of OTA input and output internal capacitances. Based on [97], their approximate values used in this analysis are $G_{\mathrm{P}} \approx 1 /(346 \mathrm{k} \Omega)=2.89 \mu \mathrm{~S}$ and $C_{\mathrm{P}} \approx 0.28 \mathrm{pF}$. For clarity, the nodes and input port, where the modeled parasitics are present are labeled by circled letters A to F in Fig. 4.14. Note that the parasitic elements in the node E express the properties of twice the number of OTAs, thus their conductance and capacitance are double compared to the other parasitic elements, i.e., $2 G_{\mathrm{P}}$ and $2 C_{\mathrm{P}}$. As the overall input port of the GIC labeled as F is differential, the terminal parasitic elements $G_{P}$ and $C_{P}$ are connected in series here (through ground) and thus these parasitics are considered to be $G_{\mathrm{P}} / 2$ and $C_{\mathrm{P}} / 2$. If the GIC is connected as single-ended, i.e., one of its input terminals is grounded, the values of the parasitic elements of the input node should be considered $G_{\mathrm{P}}$ and $C_{\mathrm{P}}$.

To solely evaluate the influence of OTA parasitic properties, the FOEs, resistors, and capacitors used to replace the external admittance elements are assumed to be ideal.

## i) Nodes, A, B, C, D

The external admittance elements connected to these nodes are expected to be replaced by conductors (i.e., resistors), classic capacitors, or capacitive FOEs. In case of replacing by conductors, the parallel parasitic conductance $G_{\mathrm{P}}$ is added, but it is usually very small compared to the external conductance and can be neglected. The capacitance $C_{\mathrm{P}}$ is also in parallel and considering external conductance of the order of milisiemens ( mS ), the parasitic effect of $C_{P}$ becomes significant at a very high frequency (above approx. 500 MHz ), and thus can also be neglected.

On the other hand, the replacement of external admittances by capacitors or capacitive FOEs is worth analyzing. At low frequencies these elements have a very low admittance magnitude and the parasitic conductance $G_{\mathrm{P}}$ may prevail. In case of FOE with fractional order $\alpha$ and fractance $F$ this happens below the frequency:

$$
\begin{equation*}
\omega_{\mathrm{GP}} \approx\left(\frac{G_{\mathrm{P}}}{F}\right)^{\frac{1}{\alpha}}, \tag{4.28}
\end{equation*}
$$

as illustrated by asymptotic admittance magnitude plot in Fig. 4.15.


Fig. 4.15 Magnitude frequency characteristics of the working (red line) and parasitic (black line) admittances of the nodes A to D

Note that (4.28) is also valid for a classic capacitor when considering $\alpha=1$ and a capacitance equal to $F$. It follows that for a higher value of $F$, correct operating range is extended to lower frequencies. Once for a specific $F$ sufficiently low $\omega_{\text {GP }}$ is not provided, the parasitic conductance $G_{\mathrm{P}}$ can be reduced, e.g., by connecting in parallel a negative conductance as described in the Subsection 4.3.3 in detail. Using this approach, i.e., the negative conductance, the frequency $\omega_{\mathrm{GP}}$ can theoretically be shifted to very low values. However, the demands on the accuracy of the negative conductance increase. Reducing $G_{\mathrm{P}}$ also decreases the lower bound of the obtainable admittance magnitudes of nodes A to D.

## ii) Node E

In case of ideal OTAs, the order of the admittance of the node $\mathrm{E}\left(Y_{\mathrm{E}}\right)$ equals to $\alpha_{\mathrm{E}}=-\left(\alpha_{2}+\alpha_{4}\right)$, and hence can range from 0 to -2 . Thus, the character of the admittance ranges from resistive through fractional inductive, inductive, fractional FDNR-II to FDNR-II. The resistive character will be not included in the analysis, as in this case the whole lower branch including $\mathrm{OTA}_{2}$, OTA $_{4}$, and $\mathrm{OTA}_{6}$ can be omitted and replaced by a resistor and a similar conclusion as described in the previous part $i$ ) is reached. Considering all other possible characters of $Y_{\mathrm{E}}$, the OTA parasitic properties affect the circuit mainly at high frequencies, since the admittance magnitude defined as

$$
\begin{equation*}
\left|Y_{\mathrm{E}}\right|=\frac{g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}}{\omega^{\left(\alpha_{2}+\alpha_{4}\right)} F_{2} F_{4}} \tag{4.29}
\end{equation*}
$$

becomes comparable with or even lower than the admittance magnitude of the parasitics $2 G_{\mathrm{P}}$ or $\omega 2 C_{\mathrm{P}}$, which may prevail. The situation is illustrated by the admittance magnitude asymptotic plots in Fig. 4.16.


Fig. 4.16 Magnitude frequency characteristics of the working (red lines) and parasitic (black lines) admittances of the node E

The black lines are defined by the admittances of the parasitic elements and their breakpoint is at the frequency $\omega_{2 \mathrm{P}}$ :

$$
\begin{equation*}
\omega_{2 \mathrm{P}}=\frac{2 G_{\mathrm{P}}}{2 C_{\mathrm{P}}}=\frac{G_{\mathrm{P}}}{C_{\mathrm{P}}} . \tag{4.30}
\end{equation*}
$$

This frequency is approximately 1.6 MHz for the above mentioned parasitics of the OTA. The red lines $\left(\left|Y_{\mathrm{E} 1}\right|\right.$ and $\left.\left|Y_{\mathrm{E} 2}\right|\right)$ in Fig. 4.16 show two cases of possible admittance magnitudes of the node E that are not affected by the parasitics $2 G_{P}$ and $2 C_{P}$ yet. When the red lines approach the black "boundary" line represented by the admittance of the parasitics, these parasitics start to take effect. The cut-off frequency of the correct operation for the first case ( $\left|Y_{\mathrm{EI}}\right|$ ) is:

$$
\begin{equation*}
\omega_{2 \mathrm{GP}} \approx\left(\frac{g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}}{2 G_{\mathrm{P}} F_{2} F_{4}}\right)^{\frac{1}{\alpha_{2}+\alpha_{4}}} . \tag{4.31}
\end{equation*}
$$

Considering the second case $\left(\left|Y_{\mathrm{E} 2}\right|\right)$, the cut-off frequency is:

$$
\begin{equation*}
\omega_{2 \mathrm{CP}} \approx\left(\frac{g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}}{2 C_{\mathrm{P}} F_{2} F_{4}}\right)^{\frac{1}{1+\alpha_{2}+\alpha_{4}}} \tag{4.32}
\end{equation*}
$$

Both these frequencies can be increased by increasing $\left|Y_{\mathrm{E}}\right|$, which can be done by increasing the product $g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}$ as seen in (4.29). The decrease of the product $F_{2} F_{4}$ ( $F_{2}$
and/or $F_{4}$ ) is also possible, however this may increase the lower cut-off frequency in the nodes B and/or D, see the part $i$ ) and (4.28). The orders $\alpha_{2}$ and $\alpha_{4}$ are fixed to obtain the required order of the GIC input admittance. The cut-off frequency $\omega_{2 \text { GP }}$ can also be increased by decreasing $2 G_{\mathrm{P}}$ using the negative conductance compensation (see below in the Subsection 4.3.3 until $\omega_{2 \mathrm{GP}}=\omega_{2 \text { P }}$. Decreasing further the parasitic conductance, the relation (4.32) starts to hold for the cut-off frequency. Note that if the compensation circuit with the negative conductance described below with the same OTA is used to reduce $2 G_{\mathrm{P}}$, in (4.30) and (4.32) it is necessary to assume $3 C_{\mathrm{P}}$ instead of $2 C_{\mathrm{P}}$ as the compensation circuit has its own parasitic capacitance equal to $C_{\mathrm{P}}$.

Under certain conditions a sharp peak in the node E admittance magnitude characteristic can occur at the cut-off frequency. This happens when the sum of the phasors of ideal $Y_{\mathrm{E}}, \mathrm{j} \omega 2 C_{\mathrm{P}}$, and $2 G_{\mathrm{P}}$ approaches zero as illustrated in Fig. 4.17. The behavior of the GIC can be unstable in this case and it is necessary to ensure a suitable damping of the oscillations. Damping can be provided by modifying the value of $2 G_{\mathrm{P}}$ by connecting an appropriate positive or negative conductance in parallel. However, in most cases the circuit is damped by its own parasitic properties and no modification is necessary. Excessive damping is not recommended as it can lead to an exceedingly soft transition of input admittance phase in a very broad band around the cut-off frequency.


Fig. 4.17 Phasor diagram resulting in zero admittance of node E

## iii) Port F

The port F is the overall input node of the GIC and thus $Y_{\mathrm{F}}=Y_{\mathrm{IN}}=s^{\alpha} F_{\mathrm{IN}}$. This admittance is specified as the design criterion and thus cannot be modified during optimization. Due to the limited optimization possibilities (in fact involving only changes in parasitics) it is suitable to evaluate and optimize the GIC performance in the port F first. The optimization of other nodes beyond the performance of the port F brings no improvement.

The fractional order $\alpha$ of $Y_{\mathrm{F}}$ is in case of ideal OTAs given by (4.23) and ranges from -2 to 2 . If $\alpha$ is positive, the admittance at port F is capacitive and at high frequencies it reaches high values in magnitude compared to the admittance of parasitics $G_{\mathrm{P}} / 2$ and $\omega C_{\mathrm{P}} / 2$ present at the port. Thus, the parasitics do not take effect in the port F at high frequencies and the upper frequency of the GIC operation is determined primarily by the properties of node E as described in the part ii) above. On the other hand, at low
frequencies $Y_{\mathrm{F}}$ can reach a low magnitude comparable with the parasitic conductance $G_{\mathrm{P}} / 2$ present at port F . This is similar to the situation described in the part $i$ ) for nodes A, B, C, and D . Since the admittance $Y_{\mathrm{F}}$ cannot be changed as mentioned above, the only way to broaden the operation band to lower frequencies is to reduce the parasitic conductance at port F , e.g., using the compensation technique as proposed below in the Subsection 4.3.3. Additionally, the cut-off frequencies of the nodes A, B, C, and D should be determined and if necessary adjusted in accordance with the cut-off frequency of port F .

If $\alpha$ is negative, the admittance at port F is inductive and at high frequencies it can reach a low magnitude that is comparable with the admittance of parasitics $G_{\mathrm{P}} / 2$ and/or $\omega C_{\mathrm{P}} / 2$. The analysis is then similar to node E , see the part $i i$ ), with the difference that in this case the magnitude of $Y_{\mathrm{F}}$ cannot be modified. Hence, the optimization can be done only by reducing $G_{\mathrm{P}} / 2$ such that it is lower than both $\left|Y_{\mathrm{IN}}\right|$ and $\omega C_{\mathrm{P}} / 2$ at frequency, where these admittances are equal, that is:

$$
\begin{equation*}
\omega_{\mathrm{CP} / 2}=\left(\frac{F_{\mathrm{IN}}}{C_{\mathrm{P}} / 2}\right)^{\frac{1}{1-\alpha}} \tag{4.33}
\end{equation*}
$$

and it is the maximum operation frequency of the port F and cannot be increased. Note that when the differential compensation circuit described in the Subsection 4.3.3 with the same OTA is used to reduce parasitic conductance at port F , in (4.33) it is necessary to assume $C_{\mathrm{P}}$ instead of $C_{\mathrm{P}} / 2$, as again the compensation circuit (its differential variant) has its own parasitic capacitance $C_{\mathrm{P}} / 2$. The subsequent step is verification or prospective optimization of the cut-off frequency of the node E, whereas its value specified by (4.31) or (4.32) is to be at least as high as $\omega_{\mathrm{CP} / 2}$ given by (4.33). Also note that when the GIC is connected as single-ended, the parasitics in port F should be considered with values $G_{\mathrm{P}}$ and $C_{\mathrm{P}}$ instead of $G_{\mathrm{P}} / 2$ and $C_{\mathrm{P}} / 2$. The single-ended variant of the compensation circuit with negative conductance can be utilized as presented below. The effectiveness of the described compensation possibilities in individual nodes is demonstrated and discussed by two examples in the Subsection 4.3.5.

### 4.3.3 OTA-Based Circuit with Negative Conductance

When the parasitic conductance present in a node of the proposed GIC is to be decreased within performance optimization as described in the previous Subsection 4.3.2, simple compensation circuits as shown in Fig. 4.18 can be employed. The single-ended circuit from Fig. 4.18(a) is suitable for compensation of parasitic conductance at the nodes A to E , since compensation conductance in the COMP terminal relative to ground is

$$
\begin{equation*}
G_{\mathrm{COMP}}=-g_{\mathrm{mC}}+G_{\mathrm{P}}, \tag{4.34}
\end{equation*}
$$

whereas the differential circuit in Fig. 4.18(b) can be connected to the port F and its input conductance is

$$
\begin{equation*}
G_{\mathrm{COMP}}=-g_{\mathrm{mC}}+\frac{G_{\mathrm{P}}}{2} . \tag{4.35}
\end{equation*}
$$



Fig. 4.18 Circuit with negative conductance (a) between terminal COMP and ground; (b) between terminals COMP+ and COMP-

We consider that the utilized OTAC element has the same parasitic terminal properties as the OTAs used in the proposed GIC. The conductance GComp can be set to an appropriate negative value by setting of $g_{\mathrm{mC}}$ using the control voltage $V_{\text {SETC. }}$. It should be again noted that when connecting the circuits from Fig. 4.18 to a node or port, the total parasitic capacitance in the node or port increases by the parasitic capacitance of the compensation circuit which is $C_{\mathrm{P}}$ or $C_{\mathrm{P}} / 2$ in the case of Fig. 4.18(a), (b), respectively. Thus, it is necessary to take this value into account in the relations containing the parasitic capacitance of the node or port being optimized.

### 4.3.4 Simulation Results

To prove the functionality of the proposed GIC and mainly to show its advantageous feature in designing a wide set of FOEs using a very limited count of "seed" FOEs, the performance of the GIC was further verified by post-layout simulations in Cadence Virtuoso 6.1.6. First, two "seed" FOEs are designed and further utilized in the proposed GIC, whereas following the recommendations from the Subsection 4.3.2, the optimization steps are also verified to improve the overall performance of the GIC.

To obtain the set of new FOEs and their fractional order $\alpha$ as listed in Tab. 4.2, the "seed" FOEs with $\alpha_{\text {seed } 1}=0.25$ and $\alpha_{\text {seed } 2}=0.0625$ are required. Due to the commercial unavailability of such FOEs, these "seed" FOEs were approximated by 7th-order Valsa topology with the resistances and capacitances determined using the approach described in [93]. The fractances (pseudo-capacitances) of the two "seed" FOEs are $F_{\text {seed } 1}=112.3 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.75}$ and $F_{\text {seed } 2}=578.9 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.9375}$, and their admittance at central frequency of approximation 1 kHz is 1 mS . The schematic and resistance and capacitance values of these emulators can be found in the article [24].

In Fig. 4.19 the magnitude and phase admittance frequency characteristics of the approximated "seed" FOEs are shown (solid lines) and compared with ideal "seed" FOEs
(dotted lines). The absolute errors in magnitude and phase of the approximated "seed" FOEs are also depicted (dashed lines), whereas the correct operation may be observed in 4 frequency decades, i.e., from 10 Hz to 100 kHz .


Fig. 4.19 Simulation results of admittance of designed "seed" FOEs with central frequency 1 kHz : (a) Magnitude responses; (b) phase responses

To implement the proposed GIC, the OTA cell designed in the $0.18 \mu \mathrm{~m}$ TSMC CMOS process as described in detail in [24] and [97] was used. The overall circuit layout of the proposed GIC is shown in Fig. 4.20. Here, the cells $\operatorname{OTA}_{i}(i=1, \ldots, 7)$ correspond to prime active elements of the GIC circuit as shown in Fig. 4.13. The cells OTA $_{\mathrm{C}-j}(j=\mathrm{A}$, B, ..., F) represent the single-ended or differential compensation circuit from Fig. 4.18 to
reduce the parasitic conductance $G_{\mathrm{P}}$ present in the nodes A to E , or port F as labeled in Fig. 4.14. Additionally, the block $\mathrm{I}_{\text {BIAS }}$ is a set of current sources to bias the OTA cells. The labels $\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{Y}_{3}, \mathrm{Y}_{4}$, and $\mathrm{Y}_{\text {IN }+}, \mathrm{Y}_{\text {IN }-}$ represent the pins, to which the external discrete elements, i.e., resistors, capacitors, and/or "seed" FOEs are to be connected, or the input terminal of the GIC, respectively.


Fig. 4.20 Circuit layout of the proposed GIC
Within the simulations, next to the "seed" FOEs as described in the beginning of this subsection, the external general admittance elements $\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{Y}_{3}$, and $\mathrm{Y}_{4}$ of the GIC are always replaced by 1 mS conductances (i.e. $1 \mathrm{k} \Omega$ resistors) or 159.2 nF capacitors (as at the central frequency 1 kHz their admittance is 1 mS ). The transconductances $g_{\mathrm{m}}$ of all prime OTAs are 1 mS (i.e. $V_{\text {SET }}=0.5 \mathrm{~V}$ ). The resulting magnitude and phase characteristics of the input admittance of the immittance converter from Fig. 4.13 are presented in Fig. 4.21. The black dashed lines represent the results with ideal elements (OTAs, resistors, capacitors, and "seed" FOEs) employed. To maintain the clarity of the simulation results being displayed in Fig. 4.21, only the $\alpha$ values from the range [-2, 2] with the step 0.25 were selected. Based on the values of external admittances and setting of OTAs, the input admittance magnitude of the GIC is always $\left|Y_{\text {IN }}\right|=1 \mathrm{mS}$ at 1 kHz .

In Fig. 4.21 it is apparent that the input admittance magnitude and phase characteristics are affected by the parasitic properties of OTAs. Most distorted are the characteristics for $|\alpha|>1$, both at low and high frequencies, whereas peaking is evident in several cases in the magnitude characteristics (Fig. 4.21(a)). This peaking is caused by the resonance of the node E or port F admittance (which has a character of fractional- or integer-order FDNR-I or FDNR-II) with OTA parasitic conductance. Fortunately, damping of the oscillations is always ensured by the OTA parasitic capacitance and thus the circuit is stable. However, the overall bandwidth of correct operation for the highest values of $|\alpha|$ reduces down to two decades only, which is two decades lower than the bandwidth of the "seed" FOE emulators. To broaden the bandwidth of the GIC, optimization is required by the steps as described above in the Subsections 4.3.2 and 4.3.3, which are validated in the next Subsection 4.3.5.
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Fig. 4.21 Simulation results of input admittance of the proposed GIC with OTA parasitics: (a) Magnitude responses; (b) phase responses

### 4.3.5 Optimization Examples

The influence of the OTA parasitics on the significant reduction of the operational frequency band of the newly obtained FOEs can be observed in Fig. 4.21, mainly for $|\alpha|>1$. To reach an operational bandwidth of FOEs at the input of GIC to be at least the same as it is of the "seed" FOEs (i.e., $10 \mathrm{~Hz}-100 \mathrm{kHz}$ ), optimization is necessary and is demonstrated on two following examples.
i) Optimization Example for $\alpha=1.75$

In this case, the fractional FDNR-I is obtained at the input of the GIC, i.e., port F, whose fractance is $F_{\mathrm{IN}}=22.55 \mathrm{nF} \cdot \mathrm{s}^{0.75}$. Decreasing frequency, the input admittance magnitude also decreases until the parasitic conductance $G_{\mathrm{P}} / 2$ starts to prevail. This happens at a lower cut-off frequency at approximately 23.8 Hz (Fig. 4.21(a)) generally determined by (4.28), where $G_{\mathrm{P}}$ was substituted by $G_{\mathrm{P}} / 2$ (note that (4.28) is originally valid for nodes A, $\mathrm{B}, \mathrm{C}, \mathrm{D}$ where parasitic conductance $G_{\mathrm{P}}$ is present).

Within optimization, using the circuit from Fig. 4.18(b) to compensate the parasitic conductance at port F , the lower cut-off frequency is decreased down to 1 Hz to maintain a sufficient margin to frequency 10 Hz due to soft admittance phase transition (Fig. 4.21(b)). To reach this new lower cut-off frequency, the input conductance $G_{\text {ComP }}$ was set to $-1.439 \mu \mathrm{~S}$, whereas according to (4.35) compensation transconductance $g_{\mathrm{mC}}$ equals to $2.885 \mu \mathrm{~S}$.

The upper cut-off frequency is determined by the parasitics of the node E as described in the respective part of Subsection 4.3.2. To increase this upper cut-off frequency, it is necessary either to increase the product $g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}$ or to decrease $F_{2} F_{4}$ (in this case capacitances $C_{2}$ and $C_{4}$ as $\alpha_{2}=\alpha_{4}=1$ ). Since the transconductances $g_{\mathrm{m}}$ of all OTAs are already set to 1 mS (which is maximum value of the utilized OTA structure [24]), the product $g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6}$ cannot be further increased. Hence, having selected the upper cut-off frequency to be 100 kHz , using (4.31) new capacitances $C_{2}$ and $C_{4}$ (considering them equal) were determined to be 20.9 nF . Note that here the margin from the required 100 kHz was not considered, as the damping in the node E is low and the admittance phase shows the transition in a narrow band. Moreover, the excessive increase of the upper cut-off frequency in node E would lead to lower capacitances $C_{2}$ and $C_{4}$ and undesirable deterioration of the cut-off frequency in nodes B and D.

Within the optimization of the upper cut-off frequency, the ratio $g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6} /\left(F_{2} F_{4}\right)$ was increased. Hence, to keep the original value of the input fractance $F_{\text {IN }}$ unaffected, according to general formula (4.26), the ratio $G_{1} F_{\text {seed } 1} /\left(g_{\mathrm{m} 1} g_{\mathrm{m} 3} g_{\mathrm{m} 5} g_{\mathrm{m} 7}\right)$ must decrease. As again the transconductances $g_{\mathrm{m}}$ of all OTAs are already set to their maximum values (i.e., 1 mS ) and the "seed" FOE is not expected to be modified, the only possibility is to decrease $G_{1}$ to $17.3 \mu \mathrm{~S}$.
ii) Optimization Example for $\alpha=-1.75$

For this case, the fractional FDNR-II with fractance $4434 \mathrm{~F} \cdot \mathrm{~s}^{-2.75}$ is obtained at the input
of the GIC. The admittance magnitude decreases with increasing frequency, where the parasitics at port F define the upper cut-off frequency of approximately 42 kHz (Fig. 4.21 (a)) generally determined by (4.28), where again $G_{\mathrm{P}}$ was substituted by $G_{\mathrm{P}} / 2$. The only solution to increase the upper cut-off frequency is to reduce the parasitic conductance of the port F by using the compensation circuit from 4.18(b). In this case it is possible to decrease the port F parasitic conductance almost to zero, thus the transconductance of the compensation circuit is set slightly lower than $G_{\mathrm{P}}$, i.e., $g_{\mathrm{mC}}=2.888 \mu \mathrm{~S}$.

To reduce the lower cut-off frequency, it is necessary to increase capacitances $C_{1}$ and $C_{3}$ in the nodes A and C according to (4.28). The optimized lower cut-off frequency is set to 1 Hz to have again sufficient margin to 10 Hz due to soft phase transition. Hence, the new value of capacitances $C_{1}$ and $C_{3}$ is 460 nF . Within the optimization of the lower cutoff frequency the product $C_{1} C_{3}$ was increased. Thus, the ratio $g_{\mathrm{m} 2} g_{\mathrm{m} 4} g_{\mathrm{m} 6} /\left(G_{2} F_{\text {seed } 1} g_{\mathrm{m} 1} g_{\mathrm{m} 3} g_{\mathrm{m} 5} g_{\mathrm{m} 7}\right)$ must decrease according to general formula (4.26) to keep the original value of the input fractance $F_{\text {IN }}$ unchanged. For this purpose, the transconductances $g_{\mathrm{m} 2}, g_{\mathrm{m} 4}$, and $g_{\mathrm{m} 6}$ were set to 0.493 mS , whereas $g_{\mathrm{m} 1}, g_{\mathrm{m} 3}, g_{\mathrm{m} 5}, g_{\mathrm{m} 7}, G_{2}$, and mainly $F_{\text {seed } 1}$ are kept the same. As the transconductances $g_{\mathrm{m} 2}, g_{\mathrm{m} 4}$, and $g_{\mathrm{m} 6}$ were changed, it is necessary to check the upper cut-off frequency of the node $E$ if it is large enough. According to $(4.32)$ the value of $f_{2 \mathrm{CP}}$ is 4.2 MHz , which is much more than the required upper cut-off frequency of 100 kHz . Hence no further optimization is needed.

For the both optimized examples described, the resulting admittance magnitude and phase frequency characteristics are shown in Fig. 4.22 along with the characteristics of the non-optimized GIC taken from Fig. 4.21. It is evident that the optimized circuit provides a higher frequency bandwidth of the admittance characteristics covering the required 4 decades. The fractional FDNR-I (blue lines) reaches an upper cut-off frequency almost equal 100 kHz as considered during the optimization. The lower cut-off frequency reached approximately 5 Hz , which is higher than the projected value of 1 Hz , however, here the GIC function is affected by parasitics of multiple nodes and also the "seed" FOE emulator shows a higher error (see Fig. 4.19). The fractional FDNR-II (red lines) has also been optimized successfully. Its upper cut-off frequency is around 100 kHz and lower cut-off frequency is below 1 Hz . Additionally, as seen from Fig. 4.22(a), the dynamic range of the admittance magnitude has also increased thanks to the optimization.

In conclusion, it should be noted that the described GIC with OTA cells designed in $0.18 \mu \mathrm{~m}$ TSMC CMOS process as described in detail in [24] and [97] was already available at the time of writing this thesis as a custom integrated circuit "FGIC44 - Fully Controllable Immittance Converter" [104]. It was designed and fabricated within the Czech Science Foundation project GA19-24585S in the framework mini@sic of Europractice IC Service (IMEC, Belgium). The experimentally determined performance of FGIC44 and the OTAs forming its core are presented in [105]. The electronic controllability of the structure, its wide frequency range and also the possibility of compensation of parasitic internal conductances of the terminals are demonstrated in [24].

(a)
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Fig. 4.22 Simulation results of input admittance of proposed GIC with compensated OTA parasitics: (a) Magnitude responses; (b) phase responses

## 5. Impedance Models Employing FOE

A frequent use of FOE is modeling the impedance characteristics of biological tissues and biochemical materials using substitute circuits also called phantoms. This is especially important in the case of biological materials that degrade rapidly over time or are difficult to obtain. Preservation of sample properties using circuit models is also important for the development of new measurement techniques of these samples and comparison of various results reached by different researchers dealing with the same topic and using different measurement methods.

The author of this thesis also contributed to the development of knowledge in this field. He dealt with modeling of electrical properties of the cell membrane using FOC in the article [106] or realization of synthetic FOI for an electrical model of the human respiratory system in the work [96]. The following section is based on the first of these articles.

### 5.1 FOE in Cardiac Cell Membrane Model

The Cole impedance model shown in Fig. 5.1 is commonly used for characterizing bioimpedance properties [43]. It consists of a resistor $R_{\infty}$ that represents the model resistance at very high frequency, a resistor $R_{1}$, and capacitor with capacitance $C$ or FOC with fractance $F$ and order $\alpha$ which is also known as the dispersion coefficient in this branch. The relations above the capacitor in Fig. 5.1 express its impedance. The resistance of the model at very low frequency is expressed as $R_{\infty}+R_{1}$. Many research studies confirmed that employing FOC instead of classic capacitor in the Cole model brings improvement in the modeling accuracy [10] and the author of this thesis attempted to validate this statement also for cardiac cells.


Fig. 5.1 Single-dispersion Cole impedance model
For accurate characterization of a particular object by the Cole model with FOC, it is necessary to determine the four parameters $R_{\infty}, R_{1}, \alpha$, and $F$ from measured data. Early methods extracted the parameters from real-imaginary impedance plot, later numerical methods have been proposed that select the model parameters such that the analytical response of the model fits the experimental data with minimal least squares error [10]. The utilized response may be in frequency domain (impedance or its selected component) or time domain (voltage or current response to a defined waveform). The method
described in this section uses time-domain current measurements with voltage excitation, whereas related techniques for extracting the Cole model parameters using current input signal and least squares fitting can be found in [107] and [108].

According to the best of author's knowledge, the Cole model with FOC has not yet been used in modeling the electrical properties of the cardiac cell membrane. Usually, an equivalent circuit corresponding to Fig. 5.1 is used for this modeling, but instead of FOC, a standard capacitor is used [109], [110]. Hence, the objective and scientific novelty of this section is to determine whether the electrical impedance properties of the cell membrane show a fractional character, and thus whether it is possible to model them more accurately with the Cole circuit, where the $\alpha$ value is not equal to one, but is lower.

It should be noted that so-called fractal behavior of a cell membrane is discussed in [111] where it is found that fractal dimension $F D$ is a measure of the membrane morphological complexity. The fractal single-shell model describing dielectrics of mammalian cells proposed in [111] is in fact based on FOC with $\alpha=1 /(F D-1)$.

### 5.1.1 Cell Membrane Measurement Technique

Fig. 5.2 shows experimental setup comprising an isolated cardiac cell (orange color) connected to a glass patch microelectrode [112], [113]. For the measurements, the cardiomyocytes were obtained by enzymatic isolation from right ventricles of adult male anesthetized Wistar rats. The isolated cardiomyocytes were placed in a measuring chamber containing Tyrode solution. Glass patch pipettes were pulled from borosilicate glass capillary tubes. Recordings of current responses have been performed using the whole-cell patch-clamp technique in the voltage-clamp mode using the Axopatch 200B equipment (Axon Instruments Inc., USA) and pCLAMP 10.2 software.

Apparently, the schematic symbols indicated in Fig. 5.2 form an electrical equivalent circuit corresponding to the Cole model in Fig. 5.1.


Fig. 5.2 Experimental setup for measuring current step response of cell membrane

The access resistance corresponding to the sum of glass electrode resistance ( $R_{\mathrm{el}}$ ) and resistance of extracellular solution between the second electrode and the measured cell ( $R_{\text {ex }}$ ) are modelled by $R_{\infty}$ in Fig. 5.1. The parallel RC circuit across the membrane can be represented in the model by the elements $R_{1}$ and FOC.

Measurement techniques used in cellular electrophysiology are based on the measurement of membrane currents and action potential of cells. The patch-clamp technique, a specialized version of the voltage-clamp, is used to measure membrane currents. This measurement method is based on evaluating current responses to changes in membrane voltage, most commonly rectangular pulses or harmonic waveforms. Small voltage pulses around the resting membrane voltage (represented by the voltage source in Fig. 5.2) are usually used to study the electrical properties of the membrane. In the subthreshold range of the imposed membrane voltage, the parameters of the model elements are regarded as constants [109]. Determination of the membrane parameters from the recorded responses is based on the analytical formulas describing the electrical equivalent circuit of the cell connected to the measuring device in time or frequency domain. The measurement in time domain using continuous rectangular wave stimulation allows for high-resolution determination of membrane model parameters [110], [114] and will also be used here to find the parameters of the Cole model.

The typical waveforms of the imposed rectangular voltage and the membrane current responses are schematically sketched in Fig. 5.3. Only positive pulses are depicted, as only the time interval from $t_{0}$ to $t_{\mathrm{f}}$ will be further utilized for the extraction of model parameters.



Fig. 5.3 Imposed voltage pulse and response of the membrane current

To simplify the following steps, it is convenient to shift the recorded current down by the value of the holding current $I_{\mathrm{h}}$. Thus, the average holding current was detected and subtracted from the recorded current. This makes it possible to consider the current $I_{\mathrm{h}}$ equal to zero and the voltage oscillating between 0 V and $V_{\mathrm{m}}$ in the subsequent steps. Similarly, the time $t_{0}$ will be considered zero to shift the rising edge of the input voltage to the base position. Note the initial transient event in the current response between $t_{0}$ and $t_{\mathrm{s}}$ associated with the limited slew rate of the setup where the recorded current differs from the expected theoretical response indicated by the dashed line. The maximum current value $I_{\mathrm{m} 1}$ cannot be determined exactly from the measured data and only approximate value $I_{\mathrm{m} 2}$ is available.

### 5.1.2 Analytical Formulas and Least Squares Fitting

The input impedance of the Cole model in Fig. 5.1 is given in Laplace transform by

$$
\begin{equation*}
Z(s)=R_{\infty}+\frac{R_{1}}{s^{\alpha} F R_{1}+1} . \tag{5.1}
\end{equation*}
$$

The current through the model can be computed by the Ohm's law as $I(s)=V(s) / Z(s)$, whereas the voltage $V(s)$ is in this case Laplace transform of voltage step with amplitude $V_{\mathrm{m}}$, i.e. $V(s)=V_{\mathrm{m}} / s$. After substitution, the current is

$$
\begin{equation*}
I(s)=\frac{V(s)}{Z(s)}=\frac{V_{\mathrm{m}}}{s\left(R_{\infty}+\frac{R_{1}}{s^{\alpha} F R_{1}+1}\right)} . \tag{5.2}
\end{equation*}
$$

After rearranging, the relation (5.2) becomes a format

$$
\begin{equation*}
I(s)=V_{\mathrm{m}}\left(\frac{s^{\alpha-1} \frac{1}{R_{\infty}}}{s^{\alpha}+\frac{R_{1}+R_{\infty}}{F R_{1} R_{\infty}}}+\frac{s^{-1} \frac{1}{F R_{1} R_{\infty}}}{s^{\alpha}+\frac{R_{1}+R_{\infty}}{F R_{1} R_{\infty}}}\right), \tag{5.3}
\end{equation*}
$$

which is suitable for inverse Laplace transform leading to analytic description of transient response. For this purpose, the following formula is utilized [115]

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{\frac{s^{\alpha-\lambda}}{s^{\alpha}+\gamma}\right\}=t^{\lambda-1} E_{\alpha, \lambda}\left(-\gamma t^{\alpha}\right), \tag{5.4}
\end{equation*}
$$

where $E_{\alpha, \lambda}\left(-\gamma t^{\alpha}\right)$ is the Mittag-Leffler function with two parameters defined as

$$
\begin{equation*}
E_{\alpha, \lambda}(z)=\sum_{i=0}^{\infty} \frac{z^{i}}{\Gamma(\alpha i+\lambda)}, \tag{5.5}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function. The resulting time domain expression of the Cole model current response due to the voltage step is

$$
\begin{equation*}
i(t)=V_{\mathrm{m}}\left[\frac{1}{R_{\infty}} E_{\alpha, 1}\left(-\frac{R_{1}+R_{\infty}}{F R_{1} R_{\infty}} t^{\alpha}\right)+\frac{1}{F R_{1} R_{\infty}} t^{\alpha} E_{\alpha, \alpha+1}\left(-\frac{R_{1}+R_{\infty}}{F R_{1} R_{\infty}} t^{\alpha}\right)\right] . \tag{5.6}
\end{equation*}
$$

In case of replacing the FOC in the model by classic capacitor with capacitance $C$, the relation (5.6) simplifies to the following form containing exponential function

$$
\begin{equation*}
i_{\mathrm{int}}(t)=\frac{V_{\mathrm{m}}}{R_{1}+R_{\infty}}\left[\frac{R_{1}}{R_{\infty}} e^{-\frac{R_{1}+R_{\infty}}{C R_{1} R_{\infty}} t}+1\right] . \tag{5.7}
\end{equation*}
$$

The relations (5.6) and (5.7) will be used to obtain the parameters of the model by minimizing the error against the recorded current response. According to the resulting error, it will be evaluated whether FOC in the model brings an improvement in the modeling of the electrical properties of the cell compared to classic capacitor.

Non-linear least squares fitting of the recorded current decay is used to find element values of the Cole model containing either FOE or classic capacitor. This numerical method aims to minimize the following Least Squares Error (LSE)

$$
\begin{equation*}
L S E=\sum_{i=1}^{M}\left[i\left(X, t_{i}\right)-\operatorname{Rec} \operatorname{Cur}\left(t_{i}\right)\right]^{2}, \tag{5.8}
\end{equation*}
$$

where $X$ is the sought vector of Cole model parameters $\left(R_{\infty}, R_{1}, \alpha, F\right), i\left(X, t_{i}\right)$ is the timedomain response calculated by (5.6) using $X$, and $\operatorname{Rec} \operatorname{Cur}\left(t_{i}\right)$ is the recorded current response. A total of $M=60$ time instants $t_{i}$ are chosen from the interval between $t_{\mathrm{s}}$ and $t_{\mathrm{f}}$. These instants are logarithmically distributed over time so that the fitting considers more datapoints at the beginning of the response where the current changes faster.

The fitting was carried out by the MATLAB function fminsearch with the argument given by (5.8). This function finds the minimum of a user supplied unconstrained multivariable function using a nonlinear derivative-free method. The Mittag-Leffler function was evaluated with accuracy $10^{-10}$ by the routine [116]. The fminsearch function requires initial guess of the sought parameters $X$. Generally, the resistance $R_{\infty}$ would be determined as $R_{\infty}=V_{\mathrm{m}} / I_{\mathrm{m} 1}$. However, as already mentioned at the end of Subsection 5.1.1, the maximum current value $I_{\mathrm{m} 1}$ cannot be detected from the measured response. Anyway, the achieved maximum $I_{\mathrm{m} 2}$ is sufficient for the initial guess of the resistances in the Cole model. Thus, the relations $R_{\infty \mathrm{G}}=V_{\mathrm{m}} / I_{\mathrm{m} 2}$ and $R_{1 \mathrm{G}}=V_{\mathrm{m}} / I_{\mathrm{s}}-V_{\mathrm{m}} / I_{\mathrm{m} 2}$ can be used to get the initial guesses of the model resistances.

Due to the fact that the cell membrane shows a current response close to standard exponential function, a relatively high value of $\alpha$ approaching one can be expected. Therefore, it is appropriate to choose $\alpha_{\mathrm{G}}=0.9$ as the initial guess. As an initial estimate of fractance $F$, it is possible to use a capacitance value $C_{\mathrm{G}}$ determined by a method for extraction of classic membrane capacitance from exponential response, such as [117].

To minimize probability of finding a local minimum, the function fminsearch is executed multiple (100) times, each time with randomly selected initial guesses from the intervals:

- $R_{\infty}$ randomly selected from $0.1 R_{\infty \mathrm{G}}$ to $R_{\infty \mathrm{G}}$ (since $I_{\mathrm{m} 2}$ is lower than $I_{\mathrm{m} 1}$, the resistance $R_{\infty}$ must be lower than $R_{\infty \mathrm{G}}$ ),
- $R_{1}$ randomly selected from $0.1 R_{1 \mathrm{G}}$ to $10 R_{1 \mathrm{G}}$,
- $\alpha$ randomly selected from 0.6 to 1 ,
- $F$ randomly selected from $0.1 C_{\mathrm{G}}$ to $10 C_{\mathrm{G}}$.

The resulting $X$ parameters are then taken from the run with the lowest $L S E$. The pseudocode of the proposed method is presented in Algorithm 5.1.

## Algorithm 5.1 Pseudocode of the parameter extraction method

```
Input: abf datafile, CG
Output: X Xinal,}LS\mp@subsup{E}{\mathrm{ final}}{},\mp@subsup{i}{\mathrm{ final}}{
load Data from recorded abf datafile by abf2load function
RecCur \leftarrow current waveform shifted to base position, i.e. In = 0, to =
0 \text { and selected 60 log-spaced samples between ts and tf ( } t _ { s } \text { determined}
empirically from graph)
Vm, Im2, Is }\leftarrow\mathrm{ detect values from Data and RecCur
for i = 1 to 100
Guess }\leftarrow\mathrm{ generate random initial guess of X parameters
minimize the LSE error (eq. (5.8)) using fminsearch function with
initial Guess
if actual LSE is lower than LSE from previous cycle
Xfinal
LSE final }\leftarrowLS
end if
end for
ifinal }\leftarrow\mathrm{ compute current response (eq. (5.6)) using X Xinal
display Xfinal,}LS\mp@subsup{E}{\mathrm{ final}}{},\mp@subsup{i}{\mathrm{ final}}{
```


### 5.1.3 Results and Discussion

To verify the proposed method, the records of membrane current responses in rat cardiomyocytes to voltage rectangular pulse in Tyrode solution are used [112], [113]. The measurement has been performed by the setup described in Subsection 5.1.1 and averaged from last 20 pulses of a batch of total 200 pulses.

Since the techniques of cell capacitance measurement are usually based on the application of small subthreshold voltage steps around the resting membrane voltage of the cell, the voltage levels of the rectangular stimulus signal are chosen -80 mV and -75 mV , thus the amplitude $V_{\mathrm{m}}$ is 5 mV . This limited amplitude prevents membrane depolarization and ensures constant parameters of the membrane electrical model shown
in Fig. 5.2. If the membrane was depolarized, the voltage-dependent ionic channels would be activated and the capacitance of cell membrane could not be measured [109].

The positive pulse width $\left(t_{\mathrm{f}}-t_{0}\right)$ of the imposed voltage is 20 ms and sampling time is $5 \mu \mathrm{~s}$. The transient response of the recorded current with the initial point $\left(t_{0}, I_{\mathrm{h}}\right)$ shifted to zero is shown in black in Fig. 5.4. The circle marker on the trace indicates the sample at the time $t_{\mathrm{s}}=185 \mu$ s where the initial transient event decayed and from which the response was subjected to processing. A logarithmic scale is used on the horizontal axis for better visibility of the waveforms at the time period close to origin.


Fig. 5.4 Current transient responses: recorded (black), fitted with FOC (red), fitted with classic capacitor (green), and response with model parameters detected by 3P method [117] (blue)

The red line in Fig. 5.4 represents the current response computed by the relation (5.6) corresponding to the Cole model with FOC and other parameters detected by the described fitting method. A very good agreement with the measured black response can be observed. Comparison of the results with the model corresponding to the Cole circuit but containing classic capacitor is also present. The parameters of this IO model are extracted by two methods. The first one employs the fitting procedure presented in this work, however the relation (5.7) instead of (5.6) is used in the LSE computation for the fminsearch function. The response resulting from this method is shown by green line in Fig. 5.4. The second method used for comparison stems from the work [117] where a three-point (3P) approach for detecting the model parameters is proposed. The element values computed by the 3 P method and substituted into (5.7) result in the blue response in Fig. 5.4. The curves in Fig. 5.4 differ most from each other in the initial times, below $100 \mu \mathrm{~s}$. However, we have to recall that the fitting could be done first in the observed steady state starting with the circled initial sample at $t_{\mathrm{s}}=185 \mu \mathrm{~s}$. For higher times (after the initial sample), the curves begin to converge, but the differences between them are
still noticeable. To better assess the results in this area, the relative errors of the fitted current responses against the recorded one are plotted in Fig. 5.5.


Fig. 5.5 Relative errors of responses fitted with FOC (red), fitted with classic capacitor (green), and model parameters detected by 3P method [117] (blue) against the recorded response

It is apparent from the graph that the response obtained with Cole model with FOC and parameters extracted by the proposed method results in the lowest relative error mostly below $\pm 2 \%$. The error of the model with extracted classic capacitance reaches its worst-case value of $-7.6 \%$ and the model corresponding to the 3 P method provides the highest error about $12 \%$. Note that at the times lower than $t_{\mathrm{s}}$, it is not possible to evaluate the relative error because this interval is affected by the initial transient event. The extracted model parameters, $L S E$ values and maximum absolute values of the relative errors for the three considered methods are summarized in Tab. 5.1.

Table 5.1 Extracted parameter values and errors for the considered extraction methods

| Method | Extracted model parameters |  |  |  | LSE ( $\mathrm{A}^{2}$ ) | Max. abs. relative error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \boldsymbol{R}_{\infty} \\ (\mathrm{M} \Omega) \end{gathered}$ | $\begin{gathered} R_{1} \\ (\mathrm{M} \Omega) \end{gathered}$ | $F$ or $C$ | $\alpha$ |  |  |
| This work FOC | 0.8979 | 9.609 | $582.0 \mathrm{pF} \cdot \mathrm{s}^{\alpha-1}$ | 0.9363 | $2.508 \cdot 10^{-21}$ | 2.599 |
| This work classic cap. | 1.004 | 8.612 | 366.0 pF | 1 | $4.109 \cdot 10^{-20}$ | 7.626 |
| 3P method <br> [117] | 1.096 | 8.091 | 384.2 pF | 1 | $2.256 \cdot 10^{-19}$ | 12.11 |

From Tab. 5.1, it is seen that the three methods differ even more when compared in terms of the $L S E$ parameter. Regarding $L S E$, the described method with FOC is again the best, followed by the same method with classic capacitor and the 3 P method.

It can be concluded that the Cole model containing FOC is able to better approximate the recorded current response compared to the corresponding models with classic capacitor. The extracted value of fractional order $\alpha$ is 0.9363 , which may appear to be close to the value of 1 of a classic capacitor, but the maximum relative approximation error of the current response is reduced approximately three times when using FOC instead of classic capacitor. The method proved to be very robust, as it is able to deal with a recorded current response where it is not possible to perform the fitting from the beginning of the rise time due to the initial parasitic transient event.

From the relatively high detected $\alpha$ value close to 1 , it can be presumed that the membrane has a geometrically simple structure close to the arrangement of a classic capacitor. A lower $\alpha$ value can be expected for more morphologically complex structures. A lower $\alpha$ value was also observed when measuring responses of entire tissues composed of many cells, where numerous intracellular, extracellular, and cellular membrane resistances and capacitances appear. As the parameter $\alpha$ is also referred to a dispersion coefficient, it may be considered as a measure of heterogeneity of cell sizes and shapes [10].

Future research may address the relationship between the detected $\alpha$ value and various cell membrane properties. For example, the mentioned connections with the morphological complexity of the membrane or its various pathological phenomena can be investigated.

## 6. FO Analog Frequency Filters

As discussed in Section 2.2 dealing with state of the art, FO frequency filters provide more general characteristics compared to their IO counterparts. Above all, it is a possibility to adjust the slope of the magnitude frequency response continuously, not only in steps defined by an integer order. This is also related to the possibility of fine-tuning the phase frequency response, group delay and time characteristics such as the step response. Section 2.2 also stated that numerical methods are used to find the coefficients of FO filter TF so as to minimize the deviation of the filter magnitude frequency response from the selected target function, e.g. according to maximally flat Butterworth. These methods can lead either to a true $s$-domain FO TF, or to a TF of higher integer order approximating the fractional behavior. The author of this work dealt particularly with the first approach and his main contributions in this field are described in detail in the following Sections 6.1, 6.2, 6.3, 6.4.1, and 6.4.2. However, he also dealt with the second approach, i.e. the search for IO TF approximating different types of FO filter functions. As he participated in these works as a co-author, their content will be only briefly described in the Subsection 6.4.3.

### 6.1 FO Filters with Arbitrary Quality Factor

When considering the design of IO TF to realize filtering functions, obtaining the TF coefficients is very well described. On the other hand, getting the coefficients of FO TFs is not yet elaborated as deeply. Thus, there is a need to improve the methods of obtaining these coefficients for various FO TFs to improve their usability. In the work [52], the author of this thesis contributed to this topic by presenting design equations and coefficients of three FO LP TFs to aid in their design based on their arbitrary quality factor $Q$. The coefficients are found by minimizing the error between these FO TFs and the second-order TF using numerical optimization.

### 6.1.1 Transfer Functions and Coefficient Search

FO LP filters of order $(1+\alpha)$, where $0<\alpha<1$, are typically designed by replacing the classic capacitor(s) in active second-order filter topologies by FOC as demonstrated e.g. in [44]. After this substitution the TFs of these FO circuits are determined, which can take different forms depending on which of the two capacitors were replaced (first, second, or both). Three general forms of FO TFs, resulting from different replacements, are given by

$$
\begin{equation*}
H_{1+\alpha}^{\mathrm{LP}-\mathrm{A}}(s)=\frac{1}{b_{\mathrm{A} 0}+s^{\alpha} b_{\mathrm{A} 1}+s^{1+\alpha} b_{\mathrm{A} 2}}, \tag{6.1}
\end{equation*}
$$

$$
\begin{align*}
& H_{1+\alpha}^{\mathrm{LP}-\mathrm{B}}(s)=\frac{1}{b_{\mathrm{B} 0}+s b_{\mathrm{B} 1}+s^{1+\alpha} b_{\mathrm{B} 2}},  \tag{6.2}\\
& H_{1+\alpha}^{\mathrm{LP}-\mathrm{C}}(s)=\frac{1}{b_{\mathrm{C} 0}+s^{\alpha_{2}} b_{\mathrm{C} 1}+s^{\alpha_{1}+\alpha_{2}} b_{\mathrm{C} 2}}=\frac{1}{b_{\mathrm{C} 0}+s^{0.5(1+\alpha)} b_{\mathrm{C} 1}+s^{1+\alpha} b_{\mathrm{C} 2}}, \tag{6.3}
\end{align*}
$$

where in (6.3) the FOC orders $\alpha_{1}$ and $\alpha_{2}$ are the same for simplicity and it holds $\alpha_{1}+\alpha_{2}=1+\alpha$. The TFs given by (6.1) and (6.2) correspond to cases when only one capacitor is replaced with its FO counterpart, with (6.3) corresponding to when both are replaced. These TFs describe LP filters with fractional orders between one and two. When designing a filter using (6.1) - (6.3), the coefficients $b_{\mathrm{A} 0}, b_{\mathrm{A} 1}, b_{\mathrm{A} 2}, b_{\mathrm{B} 0}, b_{\mathrm{B} 1}, b_{\mathrm{B} 2}, b_{\mathrm{C} 0}, b_{\mathrm{C} 1}$, and $b_{\mathrm{C} 2}$ should be appropriately selected to obtain the desired characteristics (bandwidth, roll-off, quality factor, etc.) that meet the designers' specifications.

The second-order LP TF with a unity pole angular frequency ( $1 \mathrm{rad} / \mathrm{s}$ ) is given by

$$
\begin{equation*}
H_{2}^{\mathrm{LP}}(s)=\frac{1}{s^{2}+s \frac{1}{Q}+1} \tag{6.4}
\end{equation*}
$$

This TF provides gain equal to the quality factor $Q$ at the pole frequency and thus it is possible to obtain magnitude characteristics with a peaking around the pole frequency for $Q>0.707$ or a flat characteristic for lower $Q$. To approximate (6.4) for an arbitrary quality factor, the coefficients $b$ of (6.1) - (6.3) were obtained in MATLAB by applying the fminsearch function. The following relation expressing LSE was the argument of this function

$$
\begin{equation*}
L S E=\sum_{i=1}^{M}\left[\left|H_{1+\alpha}^{\mathrm{LP}}\left(X, \omega_{i}\right)\right|-\left|H_{2}^{\mathrm{LP}}\left(\omega_{i}\right)\right|\right]^{2}, \tag{6.5}
\end{equation*}
$$

where $X$ is the sought vector of the coefficients $\left[b_{\mathrm{A} 0}, b_{\mathrm{A} 1}, b_{\mathrm{A} 2}\right],\left[b_{\mathrm{B} 0}, b_{\mathrm{B} 1}, b_{\mathrm{B} 2}\right]$, or $\left[b_{\mathrm{C} 0}, b_{\mathrm{C} 1}\right.$, $\left.b_{\mathrm{C} 2}\right]$ according to the respective $\mathrm{TF}(6.1)-(6.3) ;\left|H_{1+\alpha}^{\mathrm{LP}}\left(X, \omega_{i}\right)\right|$ is the magnitude of the $(1+\alpha)$ FO TF $(6.1)-(6.3)$ calculated using $X$ at the frequency $\omega_{i}$. This search used $M=100$ frequency points logarithmically spaced from $\omega_{1}=0.01 \mathrm{rad} / \mathrm{s}$ to $\omega_{100}=1.4 \mathrm{rad} / \mathrm{s}$. The upper frequency bound was chosen higher than $1 \mathrm{rad} / \mathrm{s}$ to include the entire passband peak of the biquad magnitude response for the higher $Q$ cases. This provides better approximation accuracy for TFs with higher $Q$ especially for lower values of $\alpha$.

It should be noted that the fractional- and second-order TFs can be substituted into the optimization process also as logarithmic magnitudes (in dB ). The logarithmic scale can be more convenient especially when approximating the TFs with high quality factor which feature extremely high magnitudes within the approximation frequency band. The linear scale brings increased accuracy in the area of the peak of the characteristic in this
case, however it can cause higher errors (in dB ) at low frequencies where the gain should be around unity.

### 6.1.2 Results and Discussion

The resulting coefficients $b$ that yielded the lowest $L S E$ according to (6.5) for the TFs (6.1) - (6.3) when the order is increased from 1.01 to 1.99 (i.e. $\alpha$ from 0.01 to 0.99 ) in steps of 0.01 are given in Figs. 6.1 (a), (b), (c) for $Q=0.707$, 2, and 5 respectively.

It is apparent from the graphs that the coefficients $b_{\mathrm{A} 0}, b_{\mathrm{B} 0}, b_{\mathrm{C} 0}, b_{\mathrm{A} 2}, b_{\mathrm{B} 2}$, and $b_{\mathrm{C} 2}$ converge to the value one as $\alpha$ approaches 1 and the coefficients $b_{\mathrm{A} 1}, b_{\mathrm{B} 1}$, and $b_{\mathrm{C} 1}$ tend to the value $1 / Q$ for high values of $\alpha$, i.e. for the fractional filter order close to two. This is in agreement with the values of coefficients of the second order TF (6.4). Both coefficients $b_{\mathrm{B} 0}$ and $b_{\mathrm{C} 0}$ remain close to one across the whole range of $\alpha$. This indicates that the pass-band gain is also approximately one for these cases. It also signifies that the TFs (6.2) and (6.3) would approximate (6.4) fairly well also with the coefficients $b_{\mathrm{B} 0}$ and $b_{\mathrm{C} 0}$ fixed to one, especially for low $Q$. On the other hand, the coefficient $b_{\mathrm{A} 0}$ deviates from one for low $\alpha$ and high $Q$. Thus, in this case a more distinct deviation of the low-frequency gain from unity can be expected using TF (6.1). The values of $b_{1}$ coefficients decrease with decreasing $\alpha$ and increasing $Q$. Probably the most interesting phenomenon in Fig. 6.1 is that the $b_{1}$ coefficients have negative values which are most apparent for high $Q$ and low $\alpha$. This can evoke doubts regarding the stability of these TFs with such values. It is shown in the source paper [52] that these functions are stable for all coefficient values determined here.

(a)


Fig. 6.1 Coefficients $b$ to approximate second-order magnitude response using (6.1) - (6.3) as blue, black, and green lines, respectively, for: (a) $Q=$ 0.707; (b) $Q=2$; (c) $Q=5$

The interpolated fourth-order equations that describe the coefficients $b$ for (6.1) (6.3) found using the optimization process as functions of $\alpha$ and $Q$ determined using the numerical data are given by the matrix equation (6.6). The equations given by (6.6) can be used for computing the coefficients $b$ with good accuracy for any $Q$ from 0.5 to 5 and any $\alpha$ from 0.2 to 0.99 (or even in a higher range, see below). In these intervals the maximum errors between $b$ predicted by (6.6) and original $b$ values obtained by the fminsearch function are [0.0803, 0.22, 0.266], [0.00682, 0.323, 0.149], and [0.00508, $0.167,0.23$ ] for $\left[b_{\mathrm{A} 0}, b_{\mathrm{A} 1}, b_{\mathrm{A} 2}\right],\left[b_{\mathrm{B} 0}, b_{\mathrm{B} 1}, b_{\mathrm{B} 2}\right]$, and $\left[b_{\mathrm{C} 0}, b_{\mathrm{C} 1}, b_{\mathrm{C} 2}\right]$ respectively. These
maximum errors occur at the borders of the intervals of $Q$ and $\alpha$ considered. The error is lower in most cases which is illustrated by the average errors of $b:[0.00692,0.0181$, $0.0361],[0.000145,0.0329,0.0159]$, and [0.0004, 0.0196, 0.0228].


To quantify the differences between each TF realizing the LP responses for arbitrary $Q$ and $\alpha$, the maximum errors between (6.4) and (6.1) - (6.3) were computed according to the relation

$$
\begin{equation*}
\max _{i=1}^{M}\left\{|20 \log | H_{1+\alpha}^{\mathrm{LP}}\left(X, \omega_{i}\right)|-20 \log | H_{2}^{\mathrm{LP}}\left(\omega_{i}\right) \|\right\} . \tag{6.7}
\end{equation*}
$$

These maximum errors are shown in Fig. 6.2 for $Q=0.707,2$, and 5 for $\alpha=0.01$ to 0.99 in steps of 0.01. Fig. 6.2(a) demonstrates these errors using the original coefficients $b$ found by the fminsearch function whereas Fig. 6.2(b) utilizes $b$ values given by (6.6). This error is computed using the pass-band frequencies of the optimization search, that is $\omega_{i}=0.01 \mathrm{rad} / \mathrm{s}$ to $1.4 \mathrm{rad} / \mathrm{s}$ with 100 logarithmically spaced datapoints $(M=100)$.

As seen in Fig. 6.2(a), the approximations found by fminsearch are most accurate for $\alpha$ close to one and for lower values of $Q$ (given by the solid lines). Though for each TF, the error increases as the value of $Q$ is increased. The TF (6.2) has the lowest relative error even for small values of $\alpha$ and high $Q$, making it the most appropriate of the three TFs for these situations. Alternatively, the TF (6.1) is the least suitable for approximating high $Q$ transfer functions with the largest relative error for this case. In Fig. 6.2(b) the influence of using (6.6) for computing the $b$ coefficients is apparent. The resulting errors from both graphs (a) and (b) are almost the same for $Q=0.707$. For $Q$ higher than 2 the error increases, especially at the borders of the $\alpha$ values which is most distinct for the function (6.2) and least distinct for (6.3). This is in agreement with Fig. 6.2(c) where the traces are most curved for $b$ values from (6.2) whereas they are almost linear for $b$ values from (6.3).

Fig. 6.2(b) also shows that the relation (6.6) can be used for computing the $b$ values also for $\alpha$ lower than 0.2 in some cases, while maintaining the approximation error low. For low values of $Q$ up to approx. 1.5, (6.6) is valid in the full range of $\alpha$. and no significant increase of error occurs. In the case of computing the coefficients $b_{\mathrm{C} 0}, b_{\mathrm{C} 1}, b_{\mathrm{C} 2}$
for (6.3), the eq. (6.6) is valid even in full ranges of $\alpha$ and $Q$ considered, i.e. from 0.01 to 0.99 and from 0.5 to 5 respectively.


Fig. 6.2 Maximum errors of approximation of (6.4) by (6.1), (6.2), and (6.3) as blue, black, and green lines, respectively; for $Q=0.707,2$, and 5 as full, dashed, and dotted lines respectively: (a) values of $b$ found by fminsearch; (b) values of $b$ approximated by (6.6)

For all further references to (6.1), (6.2), and (6.3) throughout this section, unless stated otherwise, it can be assumed that the coefficients $b$ computed by (6.6) are being used in their respective TFs. Thus, the combination of the following two errors affect the results: one originated from using the fminsearch function to approximate the second-order TF and the second due to computing the $b$ coefficients by the fitting polynomials in (6.6). This approach was chosen because readers of this thesis will probably more frequently
use (6.6) than create their own MATLAB script that provides more accurate $b$ coefficients by the search of the minimum error between the TFs.

To confirm that the TF given by (6.2) realizes the expected LP response using the coefficients computed by (6.6), MATLAB simulations of the magnitude and phase responses are given in Fig. 6.3 from $0.01 \mathrm{rad} / \mathrm{s}$ to $100 \mathrm{rad} / \mathrm{s}$. These simulations present the cases where $\alpha=0.25,0.5$, and 0.75 (as solid, dashed, and dotted black lines) when $Q=0.707,2$, and 5 in Figs. 6.3 (a), (b), and (c), respectively. Only one TF (6.2) is presented here to improve the clarity of comparison against the IO cases. The magnitude and phase responses of the second-order TF given by (6.4) with the respective quality factor and the first-order TF given by $H(s)=1 /(s+1)$ are also depicted as solid and dashed red lines, respectively, for comparison. These simulations confirm that the FO magnitude response has a low deviation from the second-order response in the pass-band. In accordance with Fig. 6.2(b) the maximum gain error is less than 2.5 dB for all values of quality factor and filter order. The phase characteristics increase their slope around the cut-off frequency with increasing $Q$ as expected. The phase values at high frequencies in the stop-band tend to $-112.5^{\circ},-135^{\circ}$, and $-157.5^{\circ}$ for $\alpha=0.25,0.5$, and 0.75 respectively which is also in accordance with theory.



Fig. 6.3 Magnitude and phase of TF (6.2) vs frequency for $\alpha=0.25,0.5$, and 0.75 : (a) $Q=0.707$; (b) $Q=2$; (c) $Q=5$

The TF coefficients $b$ were found to approximate the second-order TF (6.4) with a pole (or characteristic) angular frequency of $1 \mathrm{rad} / \mathrm{s}$. Thus, the FO TFs are considered prototype having characteristic angular frequency approximately equal to $1 \mathrm{rad} / \mathrm{s}$. However, designers must be able to frequency shift the response of the filter to meet the specifications of their target application. If the characteristic frequency of the FO TFs needs to be shifted to an arbitrary value $\omega_{0}$ then (6.1) to (6.3) can be written as

$$
\begin{align*}
& H_{1+\alpha}^{\mathrm{LP}-\mathrm{A}}(s)=\frac{1}{b_{\mathrm{A} 0}+s^{\alpha} \frac{b_{\mathrm{A} 1}}{\omega_{0}^{\alpha}}+s^{1+\alpha} \frac{b_{\mathrm{A} 2}}{\omega_{0}^{1+\alpha}}},  \tag{6.8}\\
& H_{1+\alpha}^{\mathrm{LP}-\mathrm{B}}(s)=\frac{1}{b_{\mathrm{B} 0}+s \frac{b_{\mathrm{B} 1}}{\omega_{0}}+s^{1+\alpha} \frac{b_{\mathrm{B} 2}}{\omega_{0}^{1+\alpha}}},  \tag{6.9}\\
& H_{1+\alpha}^{\mathrm{LP}-\mathrm{C}}(s)=\frac{1}{b_{\mathrm{C} 0}+s^{\alpha_{2}} \frac{b_{\mathrm{C} 1}}{\omega_{0}^{\alpha_{2}}}+s^{\alpha_{1}+\alpha_{2}} \frac{b_{\mathrm{C} 2}}{\omega_{0}^{\alpha_{1}+\alpha_{2}}}}=\frac{b_{\mathrm{C} 0}+s^{0.5(1+\alpha)} \frac{b_{\mathrm{C} 1}}{\omega_{0}^{0.5(1+\alpha)}}+s^{1+\alpha} \frac{b_{\mathrm{C} 2}}{\omega_{0}^{1+\alpha}}}{} . \tag{6.10}
\end{align*}
$$

From these relations it should be noted that the coefficients $b$ with subscripts 1 and 2 should be divided by the appropriate power of $\omega_{0}$ to properly frequency scale the filter response.

### 6.1.3 Circuit Implementation and Simulation

To verify the previous results, computer simulations of a FO LP filter were carried out in the OrCAD PSpice design environment. For these simulations, a quality factor of $Q=5$ and fractional order of 1.5 , i.e. $\alpha=0.5$, were selected. Additionally, TF given by (6.2)
was selected because it provides the lowest error of approximation for these values of $Q$ and $\alpha$. The characteristic angular frequency was shifted to $\omega_{0}=10 \mathrm{krad} / \mathrm{s}$ and the resulting semi-symbolic TF after this scaling is

$$
\begin{equation*}
H_{1+\alpha}^{\mathrm{LP}-\mathrm{B}}(s)=\frac{1}{1.0965-s \cdot 7.6738 \cdot 10^{-5}+s^{1.5} \cdot 1.4307 \cdot 10^{-6}} . \tag{6.11}
\end{equation*}
$$

Note the negative coefficient for the $s$ term in the denominator of (6.11) due to the high quality factor. This LP filter response was implemented with two Differential Voltage Current Conveyors (DVCC) [118], two resistors, one IO capacitor $\mathrm{C}_{1}$, and one FOC F $\mathrm{F}_{2}$ as shown in the circuit of Fig. 6.4.


Fig. 6.4 Fractional-order filter with DVCCs
The following relations define the ideal behavior of the four-terminal DVCC: $I_{\mathrm{Y} 1}=I_{\mathrm{Y} 2}=$ $0, V_{\mathrm{X}}=V_{\mathrm{Y} 1}-V_{\mathrm{Y} 2}, I_{\mathrm{Z}}=I_{\mathrm{X}}$. Here the terminal voltages are referenced to ground and the terminal currents are taken as positive when flowing into the element. The TF of the circuit in Fig. 6.4 is given by

$$
\begin{equation*}
\frac{V_{\mathrm{OUT}}(s)}{V_{\mathrm{IN}}(s)}=\frac{1}{1-s R_{1} C_{1}+s^{1+\alpha} R_{1} R_{2} C_{1} F_{2}}, \tag{6.12}
\end{equation*}
$$

which has the same form as (6.11) and also contains the negative sign for the $s$ term. The circuit can be easily modified to have positive sign at the term with $s$, achieved by interchanging the terminals $\mathrm{Y}_{1}$ with $\mathrm{Y}_{2}$ of both conveyors. The element values required to realize our target filter were computed by comparing the denominators of the TFs (6.11) and (6.12). Note that the circuit provides exactly unity pass-band gain whereas the function (6.11) has the pass-band gain slightly lower than one due to the denominator absolute term higher than one. This difference can be usually neglected as the absolute term $b_{\mathrm{B} 0}$ (as seen e.g. in Fig. 6.1) is close to one for most values of $Q$ and $\alpha$ considered. If an exact match is required, a block with voltage gain $1 / b_{\mathrm{B} 0}$ should be added in cascade with the filter. Comparing the TFs (6.11) and (6.12) and choosing $R_{1}=R_{2}=10 \mathrm{k} \Omega$ the resulting capacitor values are $C_{1}=7.674 \mathrm{nF}, F_{2}=1.864 \mu \mathrm{~F} \cdot \mathrm{~s}^{\alpha-1}$ and $\alpha=0.5$.

Simulating FOC using available circuit simulation packages typically requires replacement of this element with RC ladder emulation circuits whose parameters are computed to approximate the impedance characteristics of the element over a target
frequency band [25]. An alternative technique to simulate FOE is possible in OrCAD utilizing the GFREQ behavioral block [119]. This block is a voltage-controlled current source whose transconductance frequency response is given by a table of frequencies and respective magnitudes (in dB ) and phases (in degrees). A grounded FOE can be obtained by connecting the GFREQ block as shown in Fig. 6.5. The table of this block contains a set of discrete points of the frequency characteristic of the FO admittance that it models, i.e. for a frequency $f$ and the pseudo-capacitance $F_{2}$ the gain is $20 \log \left[(2 \pi f)^{\alpha} F_{2}\right]$, and the phase is $90 \alpha$. In the case of ideal FOE modeling it is enough to input two discrete points: one at the start frequency of interest and one at the stop. The values at frequencies in between are computed automatically. For the purpose of these simulations, the following text was used as the parameter TABLE of GFREQ: $(1,-106.61,45)(1 \mathrm{G},-16.61,45)$.


Fig. 6.5 Grounded FOE implemented by GFREQ block in OrCAD
The DVCC element with the grounded resistor connected to its terminal X is emulated in these simulations by the connection of the commercially available integrated circuit AD844. The overall implementation of the DVCC by two AD844s is shown in Fig. 6.6 [120].


Fig. 6.6 Implementation of $\mathrm{DVCC}_{1}$ with $\mathrm{R}_{1}$ by two AD 844 s
The magnitude and phase characteristics of the filter with AD844s compared to the MATLAB simulations of the ideal response given by (6.11) are depicted in Fig. 6.7 as solid and dotted lines, respectively.


Fig. 6.7 Simulated (solid) and ideal (dotted) magnitude and phase characteristics of the LP filter of the order 1.5 and $Q=5$

The magnitude and phase characteristics of the filter with DVCCs emulated by AD844 are in a very good agreement with the ideal ones. The slope of the magnitude characteristic in the stop-band is $-30.7 \mathrm{~dB} / \mathrm{dec}$ and $-30.9 \mathrm{~dB} / \mathrm{dec}$ in the case of the filter with AD844 and ideal function (6.11), respectively, which corresponds to the theoretical value $-30 \mathrm{~dB} / \mathrm{dec}$ for 1.5 -order filters. The low-frequency pass-band gain of the simulated filter is 0.8 dB higher compared to the value from (6.11) as already discussed. The peaks of the magnitude characteristics reach 13.1 dB and 12.6 dB in the case of the filter with AD844 and ideal function (6.11), respectively. The second-order filter with $Q=5$ would have the peak 14 dB .

### 6.1.4 Concluding Remarks

This section has shown that FO TFs with orders between one and two are capable of approximating the quality factor in the pass-band typical of second-order TFs. The maximum value of $Q$ considered was 5 but the optimization search method can be further applied for higher values. The error when comparing the FO response to the second-order response that it approximates increases with higher quality factor, but can stay below several dB for most FO values considered and suitable selection of FO TF. The function (6.2) is the most accurate for high quality factors. It is recommended for each designer to use MATLAB or other software tools to compute the TF coefficients $b$ for particular values of $Q$ and $\alpha$ that may not be considered here.

### 6.2 FO Band-Pass Filters with Adjustable Slope

Most of the works on FO analog frequency filters published so far is focused largely on LP TFs, with little attention on the investigation of other kinds of FO filter TFs, such as HP or BP. In the works that have investigated FO HP and BP filters [121], [122], the FO TFs have been obtained after applying transformations from LP and using the coefficients determined for the LP function. While this does realize FO HP and BP filters, in the recent
analysis by the author of this thesis discussed in [123] it is shown that the properties of the FO HP and BP TF (e.g. pass-band ripple of magnitude response, characteristic frequency, pass-band gain, etc.) obtained in this way may not exactly correspond to the original FO LP function. As also demonstrated in [123], in the case of FO HP filter the only correct FO LP to HP transformation that maintains the FO LP properties is the standard substitution of $s$ by $1 / s$ in the prototype TF. The HP characteristic is then exactly symmetrical to the LP response with regard to the frequency $1 \mathrm{rad} / \mathrm{s}$. In the case of FO BP filter, the traditional IO transformation can also be used; replacing $s$ in FO LP function with $\left(s^{2}+1\right) /(s \cdot B W)$, where $B W$ is the desired bandwidth (in $\mathrm{rad} / \mathrm{s}$ ). This transformation maintains the original LP filter properties, however it leads to doubling the filter order (e.g. the order between one and two increases to the order between two and four), increased circuit complexity and symmetrical slopes of magnitude frequency characteristics below and above center frequency, although these slopes can be set continuously for this kind of filters. It should be noted that in many works by other authors that deal with FO BP filters (for example [92], [124], [125]), the coefficients of the TFs are determined without prior definition of the desired filter specifications.

It is obvious that there is an absence of practical methods for the systematic design of FO BP TFs based on predetermined properties, which motivated the author of this thesis to the research presented in the papers [53] and [126]. In the work [53], FO BP filters of order $(\alpha+\beta)$ composed of two fractional components, with $0<\alpha \leq 1$ and $0<\beta \leq 1$, are investigated. These TFs allow continuous and independent adjustment of the magnitude characteristic slopes from 0 to $+20 \mathrm{~dB} /$ dec below and 0 to $-20 \mathrm{~dB} / \mathrm{dec}$ above the center frequency. The following subsections are based on the paper [53] in which the TF coefficients are presented to achieve desired stop-band characteristics with a flat passband for two general FO TFs. The related paper [126] describes simplified FO BP TFs with only one fractional component $\alpha$ and thus allowing setting of only one stop-band slope either below or above the center frequency.

### 6.2.1 Transfer Functions and Coefficient Search

As already mentioned in the beginning of the Subsection 6.1.1, to obtain a FO filter, the commonly used approach is to transform an IO filter by substituting the traditional IO passive elements within a filter topology with elements that have FO impedance. This transformation has also been applied here to second-order active BP filter circuits where both classic capacitors are replaced by FOCs with impedance $1 /\left(s^{\alpha} F_{\alpha}\right)$ and $1 /\left(s^{\beta} F_{\beta}\right)$, where $F_{\alpha}$ and $F_{\beta}$ are fractances (pseudo-capacitances) and $\alpha$ and $\beta$ are the orders of each individual element. Replacing the two traditional capacitors with FOCs in a BP filter TF results in one of the following FO TFs:

$$
\begin{equation*}
H_{\alpha+\beta}^{\mathrm{BP}-\mathrm{A}}(s)=\frac{s^{\alpha} a_{\mathrm{A} 0}}{b_{\mathrm{A} 0}+s^{\beta} b_{\mathrm{A} 1}+s^{\alpha+\beta}}, \tag{6.13}
\end{equation*}
$$

$$
\begin{equation*}
H_{\alpha+\beta}^{\mathrm{BP}-\mathrm{B}}(s)=\frac{s^{\alpha} a_{\mathrm{B} 0}}{b_{\mathrm{B} 0}+s^{\alpha} b_{\mathrm{B} 1}+s^{\alpha+\beta}} . \tag{6.14}
\end{equation*}
$$

The coefficients $a_{\mathrm{A} 0}, b_{\mathrm{A} 0}, b_{\mathrm{A} 1}, a_{\mathrm{B} 0}, b_{\mathrm{B} 0}$, and $b_{\mathrm{B} 1}$ are dependent on the circuit element parameters of the topology selected to realize the required BP TF. Both the TFs (6.13) and (6.14) provide stop-band attenuations of $+20 \alpha \mathrm{~dB} / \mathrm{dec}$ and $-20 \beta \mathrm{~dB} / \mathrm{dec}$ for frequencies below and above the center frequency. Thus, these TFs realize asymmetric BP magnitude responses with stop-band attenuations that can be independently controlled through appropriate selection of the FO components $(\alpha, \beta)$ of the filter.

While the TFs given by (6.13) and (6.14) can realize FO BP responses, it is still necessary to determine the coefficients of these TFs to obtain the desired properties for the filters' specific application. Similarly to the Subsection 6.1.1, a numerical optimization method is applied here such that the error between the FO TF and an appropriate target magnitude response is minimized. This error function is in this BP filter case given by

$$
\begin{equation*}
L S E=\sum_{i=1}^{M}\left[\left|H_{\alpha+\beta}^{\mathrm{BP}}\left(X, \omega_{i}\right)\right|-\left|H_{\mathrm{targ}}^{\mathrm{BP}}\left(\omega_{i}\right)\right|\right]^{2}, \tag{6.15}
\end{equation*}
$$

where $X$ is the sought vector of the coefficients $\left(a_{\mathrm{A} 0}, b_{\mathrm{A} 0}, b_{\mathrm{A} 1}\right)$ or $\left(a_{\mathrm{B} 0}, b_{\mathrm{B} 0}, b_{\mathrm{B} 1}\right)$ of the FO $\mathrm{TF} H_{\alpha+\beta}^{\mathrm{BP}}$ given by (6.13) or (6.14) and $H_{\text {targ }}^{\mathrm{BP}}$ is the chosen target TF that is to be approximated by $H_{\alpha+\beta}^{\mathrm{BP}}$. This search uses $M$ frequency points in the interval from user defined frequencies $\omega_{1}$ to $\omega_{M}$ which should be selected to include the filter pass-band. Note that the coefficients $b_{\mathrm{A} 0}, b_{\mathrm{A} 1}, b_{\mathrm{B} 0}, b_{\mathrm{B} 1}$ in (6.13) and (6.14) resulting from this optimization are different from the equally labelled coefficients appearing in the LP TFs (6.1) - (6.3) in the Section 6.1.

During this optimization process, an important consideration is the selection of the target function $H_{\text {targ }}^{\mathrm{BP}}$, as in the case of a FO BP TF it is not as straightforward as for the FO LP function. While IO BP TFs may be used as the target functions, these functions will always have stop-band attenuations with symmetric integer-step attenuations (i.e. $\pm 20 n \mathrm{~dB} / \mathrm{dec}$ ) that will influence the fitting procedure. An alternative approach which is pursued here to overcome this challenge is to design target functions that better reflect the required design characteristics (in this case the stop-band attenuations) to improve the coefficients returned by the fitting procedure and subsequent designed filter. The target function proposed for this purpose is given by

$$
\begin{align*}
& \left|H_{\mathrm{targ}}^{\mathrm{BP}}(\omega)\right|_{\mathrm{dB}}=\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}+\left(\left|H_{\mathrm{LP} 1}(\omega)\right|_{\mathrm{dB}}-\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}\right)(1-\alpha)+  \tag{6.16}\\
& +\left(\left|H_{\mathrm{HP} 1}(\omega)\right|_{\mathrm{dB}}-\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}\right)(1-\beta),
\end{align*}
$$

where $\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}$ is the magnitude (in dB ) of the second-order Butterworth BP TF with center frequency $1 \mathrm{rad} / \mathrm{s}$ and pass-band gain $-3 \mathrm{~dB},\left|H_{\mathrm{LPI}}(\omega)\right|_{\mathrm{dB}}$ and $\left|H_{\mathrm{HP1}}(\omega)\right|_{\mathrm{dB}}$ are the magnitudes (in dB ) of the first-order Butterworth LP and HP TFs, respectively, with cutoff frequency $1 \mathrm{rad} / \mathrm{s}$ and pass-band gain 0 dB . This provides $\left|H_{\text {targ }}^{\mathrm{BP}}(\omega)\right|_{\mathrm{dB}}$ target function that has adjustable stop-band magnitude slopes based on the values of $\alpha$ and $\beta$. This target function is equal to the second-order BP magnitude $\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}$ if $\alpha=\beta=1$. As $\alpha$ decreases from one to zero in (6.16), the value of $\left|H_{\operatorname{targ}}^{\mathrm{BP}}(\omega)\right|_{\mathrm{dB}}$ increases at frequencies below $1 \mathrm{rad} / \mathrm{s}$ up to the value of $\left|H_{\mathrm{LPI}}(\omega)\right|_{\mathrm{dB}}$ and the lower stop-band slope corresponds to $+20 \alpha \mathrm{~dB} /$ dec. Also, as $\beta$ decreases from one to zero, $\left|H_{\mathrm{targ}}^{\mathrm{BP}}(\omega)\right|_{\mathrm{dB}}$ transitions from $\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}$ to the value of $\left|H_{\mathrm{HP1}}(\omega)\right|_{\mathrm{dB}}$ above $1 \mathrm{rad} / \mathrm{s}$ and the upper stop-band slope is $-20 \beta \mathrm{~dB} / \mathrm{dec}$. Therefore, this target function is able to capture variable and asymmetric FO BP magnitude slopes through weighting of the three IO TF magnitudes by the fractional components $\alpha$ and $\beta$. Fig. 6.8 illustrates an example of the $\left|H_{\operatorname{targ}}^{\mathrm{BP}}(\omega)\right|_{\mathrm{dB}}$ target function with $\alpha=0.75$ and $\beta=0.25$ (dotted line) along with the IO individual parts $\left|H_{\mathrm{LP} 1}(\omega)\right|_{\mathrm{dB}},\left|H_{\mathrm{HP1}}(\omega)\right|_{\mathrm{dB}}$, and $\left|H_{\mathrm{BP} 2}(\omega)\right|_{\mathrm{dB}}$, given as solid green, blue, and black lines, respectively. Notice that the target function has FO slopes of $20 \alpha=15 \mathrm{~dB} / \mathrm{dec}$ and $-20 \beta=-5 \mathrm{~dB} /$ dec in the low and high frequency stop-bands, respectively, highlighting how the values of $\alpha$ and $\beta$ are used to obtain the desired stop-band attenuation characteristics.


Fig. 6.8 Target function (6.16) given as a dotted line compared to its IO components, specifically the first order LP response (green), firstorder HP response (blue), and second-order BP response (black)

Here it should be noted that it is possible to use a target function other than (6.16) for this coefficient search. For example, the second-order Butterworth BP function can be
employed. However, in this case the minimization process must be performed using a sufficiently narrow pass-band around the center frequency. Using a wider frequency band introduces datapoints from the stop-bands with slopes $\pm 20 \mathrm{~dB} / \mathrm{dec}$ that cannot be realized with the FO BP TF for the selected fractional order. This results in large error terms at the frequencies of these datapoints in the optimization procedure that has a significant impact on the obtained coefficients; reducing the error at these frequencies will dominate the optimization procedure yielding coefficients that may not be optimal to represent the pass-band of the target function. Hence, using the target function as defined by (6.16) in the optimization process can provide flat FO filter magnitude characteristics which are analogous to the Butterworth characteristics of the IO filters and simultaneously have correct FO stop-band slopes.

To find a set of coefficients that approximate the target function (6.16) for fixed values of $\alpha$ and $\beta$, the MATLAB routine fminsearch was again used to find the minimum error given by (6.15). Each combination of $0.05<\alpha, \beta \leq 1$ in 0.01 increments was searched, with $M=101$ logarithmically spaced datapoints chosen to represent the functions in the frequency range from $\omega_{1}=0.01 \mathrm{rad} / \mathrm{s}$ to $\omega_{101}=100 \mathrm{rad} / \mathrm{s}$. By including the unity values of $\alpha$ and $\beta$, this search also returned the special cases with one FO component and one IO component. Values of $\alpha$ and $\beta$ less than 0.05 were not included, as the error from the target function increases for these values and the filter may become unstable. The resulting optimized coefficients for (6.13) and (6.14) can be computed depending on $\alpha$ and $\beta$ by the following two equations. These equations were created by polynomial fitting the numerical results of the coefficients obtained during the optimization based on (6.15).

$$
\begin{align*}
& \left(\begin{array}{l}
a_{\mathrm{A} 0} \\
b_{\mathrm{A} 0} \\
b_{\mathrm{A} 1}
\end{array}\right)=\left(\begin{array}{cccccc}
0.839 & 1.112 & -0.662 & -0.793 & -0.521 & 1.086 \\
0.960 & 1.354 & -1.356 & -1.350 & -0.183 & 1.615 \\
-1.002 & 1.253 & 0.400 & 0.056 & -0.166 & 0.982
\end{array}\right) \cdot\left(\begin{array}{c}
1 \\
\alpha \\
\beta \\
\alpha^{2} \\
\alpha \beta \\
\beta^{2}
\end{array}\right),  \tag{6.17}\\
& \left(\begin{array}{l}
a_{\mathrm{B} 0} \\
b_{\mathrm{B} 0} \\
b_{\mathrm{B} 1}
\end{array}\right)=\left(\begin{array}{cccccc}
0.918 & -0.353 & 0.709 & 0.507 & -0.179 & -0.605 \\
1.227 & -2.225 & 1.494 & 1.996 & 0.122 & -1.561 \\
-1.144 & 1.867 & 0.414 & -0.529 & 0.196 & 0.583
\end{array}\right) \cdot\left(\begin{array}{c}
1 \\
\alpha \\
\beta \\
\alpha^{2} \\
\alpha \beta \\
\beta^{2}
\end{array}\right) .
\end{align*}
$$

The average (and maximum in parentheses) absolute interpolation errors of $a_{\mathrm{A} 0}, b_{\mathrm{A} 0}$, $b_{\mathrm{A} 1}, a_{\mathrm{B} 0}, b_{\mathrm{B} 0}$, and $b_{\mathrm{B} 1}$ computed from (6.17) and (6.18) against the original values are
0.082 (1.313), 0.096 (1.315), 0.131 (1.623), 0.054 (1.121), 0.068 (1.101), 0.128 (1.553), respectively for any $\alpha$ and $\beta$ from the range 0.05 to 1 .

It is important to verify the stability of the filters with TFs (6.13), (6.14) and the coefficients determined using (6.17) and (6.18). The stability analysis performed and described in the paper [53] confirmed stable behaviour of the filters for the values $\alpha$ and $\beta$ from the range 0.05 to 1 .

### 6.2.2 Results and Discussion

To validate that the FO TF given by (6.13) realizes the desired BP filter characteristics, simulations of the magnitude responses of (6.13) with the coefficients from (6.17) are given in Fig. 6.9 for all the combinations of $\alpha$ and $\beta$ from the set $\{0.25,0.5,0.75\}$ as solid lines. For comparison, the target function values given by (6.16) are also shown as dotted lines.

In each case, the simulations of (6.13) using the found coefficients show very good agreement with the target function, confirming the FO asymmetric behavior. To quantify the FO behavior, the stop-band slopes of the TF (6.13) and of the target function (6.16) are summarized in Tab. 6.1. The lower and upper stop-band slopes are identified at frequencies around $0.05 \mathrm{rad} / \mathrm{s}$ and $20 \mathrm{rad} / \mathrm{s}$, respectively. The theoretical slopes for the fractional components $\alpha$ and $\beta$ (i.e. $+20 \alpha \mathrm{~dB} / \mathrm{dec}$ in the lower stop-band and $-20 \beta \mathrm{~dB} / \mathrm{dec}$ in the upper stop-band) are also stated for comparison. The stop-band slopes obtained from the magnitude characteristics of (6.13) agree with the slopes of target function (6.16) and the theoretically predicted values. The error is several tenths of $\mathrm{dB} / \mathrm{dec}$ and thus very small.

(a)


$$
\begin{aligned}
& -\alpha=0.25, \beta=0.5 \\
& -\alpha=0.5, \beta=0.5 \\
& -\alpha=0.75, \beta=0.5
\end{aligned}
$$

$\cdots \alpha=0.5, \beta=0.5$ target

- $\alpha=0.75, \beta=0.5$ target
(b)

$\cdots \alpha=0.25, \beta=0.75$ target
$\cdots \alpha=0.5, \beta=0.75$ target
$\cdots \alpha=0.75, \beta=0.75$ target
(c)

Fig. 6.9 Magnitude frequency characteristics of the TF (6.13) with new coefficients from (6.17) (solid lines), and the target function (6.16) (dotted lines) for $\alpha=0.25$ (green), 0.5 (blue), and 0.75 (black) and (a) $\beta=0.25$; (b) $\beta=0.5$; (c) $\beta=0.75$

Table 6.1 Stop-band slopes ( $\mathrm{dB} / \mathrm{dec}$ ) of the TF (6.13), of the target function (6.16), and theoretical slope values

|  | $\alpha=0.25$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta=0.25$ | $\alpha=0.5$ |  |  |  |  |  |  |  |  |
| $\beta=0.25$ | $\alpha=0.75$ <br> $\beta=0.25$ | $\alpha=0.25$ <br> $\beta=0.5$ | $\alpha=0.5$ <br> $\beta=0.5$ | $\alpha=0.75$ <br> $\beta=0.5$ | $\alpha=0.25$ <br> $\beta=0.75$ | $\alpha=0.5$ <br> $\beta=0.75$ | $\alpha=0.75$ <br> $\beta=0.75$ |  |  |
| (6.13) <br> lower stop- <br> band | 4.42 | 9.77 | 14.69 | 4.69 | 9.86 | 14.53 | 4.85 | 9.91 | 14.70 |
| (6.16) <br> lower stop- <br> band | 4.92 | 9.93 | 14.94 | 4.93 | 9.94 | 14.96 | 4.94 | 9.96 | 14.97 |
| Theoretical <br> lower stop- <br> band | 5 | 10 | 15 | 5 | 10 | 15 | 5 | 10 | 15 |
| (6.13) <br> upper stop- <br> band | -4.57 | -4.66 | -4.88 | -9.97 | -9.88 | -9.93 | -14.64 | -14.50 | -14.71 |
| (6.16) <br> upper stop- <br> band | -4.93 | -4.94 | -4.95 | -9.94 | -9.95 | -9.96 | -14.95 | -14.96 | -14.98 |
| Theoretical <br> upper stop- <br> band | -5 | -5 | -5 | -10 | -10 | -10 | -15 | -15 | -15 |

To evaluate the accuracy of the TF (6.13) using the new coefficients for any $\alpha$ and $\beta$ from the range between 0.05 and 1 , the mean and maximum absolute dB magnitude errors of (6.13) compared to the target function (6.16) were computed according to the following two relations

$$
\begin{align*}
& \left.\operatorname{mean}|\Delta|=\left.\frac{1}{M} \sum_{i=1}^{M}| | H_{\alpha+\beta}^{\mathrm{BP}-\mathrm{A}}\left(\omega_{i}\right)\right|_{\mathrm{dB}}-\left|H_{\operatorname{targ}}^{\mathrm{BP}}\left(\omega_{i}\right)\right|_{\mathrm{dB}} \right\rvert\,,  \tag{6.19}\\
& \max |\Delta|=\left.\max _{i=1}^{M}| | H_{\alpha+\beta}^{\mathrm{BP}-\mathrm{A}}\left(\omega_{i}\right)\right|_{\mathrm{dB}}-\left|H_{\operatorname{targ}}^{\mathrm{BP}}\left(\omega_{i}\right)\right|_{\mathrm{dB}} \mid . \tag{6.20}
\end{align*}
$$

The mean errors calculated using (6.19) are presented in Fig. 6.10(a) and the maximum errors calculated using (6.20) are presented in Fig. 6.10(b) as surface plots depending on $\alpha$ and $\beta$. For these error calculations, a total of $M=101$ frequency points in the range $0.01 \mathrm{rad} / \mathrm{s}$ to $100 \mathrm{rad} / \mathrm{s}$ were utilized.

From Fig. 6.10(a), the mean error is less than 1.1 dB for all cases and the maximum error from Fig. $6.10(\mathrm{~b})$ is less than 3 dB , however most combinations of $\alpha$ and $\beta$ exhibit much smaller error values. Based on these errors, the target function is best approximated by (6.13) when both $\alpha$ and $\beta$ are simultaneously in the range from approximately 0.4 to 0.6. Small errors are also obtained for approximately equal values of $\alpha$ and $\beta$ and also for the values $\alpha \approx 1-\beta$ in the whole range of $\alpha$ and $\beta$. The largest errors occur when $\alpha$ is around the middle of its range and $\beta$ is on the edge of its range and vice-versa.

The identical analysis for the FO TF given by (6.14) can be found in the source paper [53] resulting in similar observations and error values. However, it should be emphasized
that the coefficients found for the FO BP TFs (6.13) and (6.14) are different for each of the functions.

(a)

(b)

Fig. 6.10 Mean (a) and maximum (b) absolute dB magnitude errors of the function (6.13) with the new coefficients compared to the target function (6.16) depending on $\alpha$ and $\beta$

It should be noted that lower errors in magnitudes and slopes could be obtained by a higher degree of interpolation of the numerical values of coefficients, i.e. by a higher degree of matrix equations (6.17) and (6.18). Obviously, the most accurate results can be obtained using the original coefficient values from the numerical optimization, but this requires the reader to code the optimization procedure e.g. in MATLAB. The presentation
of the coefficients as their interpolated functions is aimed at simplifying the process for readers to reproduce the presented results and use for their own filter designs.

### 6.2.3 Circuit Implementation and Simulation

To verify the previous results, the FO TF given by (6.14) is further experimentally realized in hardware. This TF can be implemented using the Tow-Thomas filter topology when both traditional capacitors are replaced with FOCs as shown in Fig. 6.11 [122]. Note that in the case of implementing the function (6.13) the multi-loop feedback circuit presented in [127] can be employed.


Fig. 6.11 Tow-Thomas FO BP filter topology
However, before this circuit can be validated, the circuit components necessary to realize (6.14) using the computed coefficients need to be determined. Prior to calculating these values, it is necessary to shift the center frequency from $1 \mathrm{rad} / \mathrm{s}$ to a required value $\omega_{0}$ by frequency scaling to the TF (6.14) resulting in

$$
\begin{equation*}
H_{\omega_{0}}^{\mathrm{BP}-\mathrm{B}}(s)=\frac{s^{\alpha} a_{\mathrm{B} 0} \omega_{0}^{\beta}}{b_{\mathrm{B} 0} \omega_{0}^{\alpha+\beta}+s^{\alpha} b_{\mathrm{B} 1} \omega_{0}^{\beta}+s^{\alpha+\beta}} . \tag{6.21}
\end{equation*}
$$

The filter center frequency is chosen $f_{0}=\omega_{0} /(2 \pi)=10 \mathrm{kHz}$ and the parameters of FOCs $\alpha=0.8, F_{\alpha}=62 \mathrm{nF} \cdot \mathrm{s}^{-0.2}, \beta=0.2, F_{\beta}=46.9 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.8}$. Because FO passive elements are not available commercially for physical realizations, these devices need to be approximated. The 5th-order Foster I RC network used for this purpose is described in detail in the source paper [53]. The TF of the Tow-Thomas FO BP filter from Fig. 6.11 in terms of the element parameters obtained by routine circuit analysis is given as

$$
\begin{equation*}
H^{\mathrm{T}-\mathrm{T}}(s)=\frac{-s^{\alpha} \frac{1}{F_{\beta} R_{1}}}{\frac{R_{4}}{F_{\alpha} F_{\beta} R_{2} R_{3} R_{5}}+s^{\alpha} \frac{1}{F_{\beta} R_{6}}+s^{\alpha+\beta}} . \tag{6.22}
\end{equation*}
$$

Based on the specified values of $\alpha=0.8$ and $\beta=0.2$, the TF coefficients computed by (6.18) are $a_{\mathrm{B} 0}=1.049, b_{\mathrm{B} 0}=0.9803, b_{\mathrm{B} 1}=0.1485$. Thus, all the coefficients in (6.21) are
known and the relations for the passive element parameters in the Tow-Thomas filter can be derived by comparing (6.21) and (6.22). Choosing $R_{3}=R_{4}=1 \mathrm{k} \Omega$ and $R_{2}=R_{5}$, these element values are $R_{1}=2231 \Omega, R_{6}=15759 \Omega, R_{2}=R_{5}=2341 \Omega$. The Tow-Thomas filter in Fig. 6.11 was simulated using the calculated component values and LT1361 operational amplifiers by OrCAD PSpice. Additionally, this circuit was designed in hardware and its characteristics were measured. The simulated and experimental magnitude responses are presented in Fig. 6.12 as dotted blue and solid black lines, respectively. The ideal simulation of (6.21) is also presented for comparison as a dashed green line.


Fig. 6.12 Simulated and measured magnitude frequency characteristics of the Tow-Thomas filter in Fig. 6.11 with $\alpha=0.8$ and $\beta=0.2$

From Fig. 6.12 it can be seen that both simulated and measured magnitude responses correspond very well to the ideal response. The deviations at the borders of the displayed frequency band are caused by the limited validity of the FOC emulator.

### 6.2.4 Concluding Remarks

The simulations and measurements validate that the Tow-Thomas biquad filters do realize the proposed asymmetric FO characteristics using FOCs and the determined TF coefficients. This optimization method can also be extended for other target TFs, for example with a narrower peak in the pass-band around the center frequency, i.e. corresponding to a higher quality factor as described for the FO LP filter case in Section 6.1 and in [52]. Also, examination of the influence of the frequency band utilized for the optimization search can be further investigated, as was previously done with the FO elliptic LP filter in the author's paper [51], to quantify its effects on determined coefficients and filter characteristics.

## $6.3(n+\alpha)$-Order Transfer Functions

The limitation of most of the works dealing with FO analog filter design is that they are aimed at the order value between one and two only. Partial attention is paid to higher FO TFs in [44], [55], [57], where the product of a TF with fractional order $1<(1+\alpha)<2$ and a TF with integer order $(n-1)$ is considered to realize $(n+\alpha)$-order FO filter by cascade approach. The problem is that both partial TFs are chosen as Butterworth and thus the resulting filter is no longer Butterworth with maximally flat magnitude in the pass-band. In a correct cascade synthesis of Butterworth filters the partial blocks differ in their quality factors. In addition, when the partial filters have the same -3 dB cut-off frequency, their cascade shows a decrease of 6 dB at this frequency.

Therefore, the author of this thesis explored TFs with Butterworth maximally flat response and fractional order $(n+\alpha)$ higher than two (i.e. with the integer component $n \geq 2$ ) in the paper [128], which is also the main source for this section. To better understand the origin of the higher-order FO TF format as defined in the following Subsection 6.3.1, the usual description of $(1+\alpha)$ FO TF is reminded here again. As described in Subsection 6.1.1 or e.g. in [44], the second-order LP filter circuits can be transformed to the fractional domain by replacing classic IO capacitor by FOE resulting in one of the basic forms of FO LP TFs (6.1) or (6.2). The order of both these TFs is $1<(1+\alpha)<2$ assuming $0<\alpha<1$ and the coefficients determine the magnitude and phase frequency response of the filter and can be used to compute the element parameters of the filter circuit. The TFs (6.1) and (6.2) differ in the order (i.e. exponent of $s$ ) of the denominator middle term depending on which of the capacitors in the second-order filter structure is replaced by FOE. The coefficients in (6.1) and (6.2) have been numerically found in [44] to approximate the target Butterworth magnitude response with -3 dB cutoff frequency $1 \mathrm{rad} / \mathrm{s}$ and the differences between (6.1) and (6.2) have been analyzed to find out which one is most suitable for approximating the target response.

In this section, the theory of FO analog frequency filter TFs and their variant solutions is further extended and performance and accuracy analyses are provided. The main contribution is the mathematical description and analysis of fractional higher-order TF designated for non-cascade circuit implementation, namely inverse follow-the-leader feedback (IFLF) structure [129]. For each $(n+\alpha)$-order, all possible variants of all-pole FO LP TF are examined to quantify the differences between them and to determine the most suitable $(n+\alpha)$-order TFs for the approximated Butterworth magnitude responses. The coefficients of these selected TFs are numerically found and expressed in the form of interpolated matrix equations to enable the reader design of FO filter of up to the $(5+\alpha)$-order.

### 6.3.1 Transfer Functions and Coefficient Search

To introduce the $(n+\alpha)$-order filter TF format, let us start from the $(n+1)$-order IFLF LP filter structure presented in Fig. 6.13 [129]. Its all-pole rational TF between the input

IN and output LP OUT is given by (6.23).


Fig. 6.13 Inverse follow-the-leader feedback (IFLF) structure implementing (6.23)

$$
\begin{equation*}
H_{n+1}^{\mathrm{LP}}(s)=\frac{a_{0}}{\sum_{i=0}^{n+1} b_{\mathrm{i}} \mathrm{~s}^{i}} \tag{6.23}
\end{equation*}
$$

Note that the filter order was intentionally chosen $(n+1)$ here for a more convenient notation of the order after extending (6.23) to fractional domain. Without loss of generality, it holds $b_{n+1}=1$ throughout the whole Section 6.3. If the $k$-th IO integrator in the structure in Fig. 6.13 is interchanged to a fractional one (i.e. with its TF being $1 / s^{\alpha}$ ) and the other integrators remain unchanged, the TF of the IFLF filter modifies to the FO form

$$
\begin{equation*}
{ }_{k} H_{n+\alpha}^{\mathrm{LP}}(s)=\frac{a_{0}}{\sum_{i=0}^{k-1} b_{i} s^{i}+\sum_{i=k}^{n+1} b_{i} s^{i-1+\alpha}} . \tag{6.24}
\end{equation*}
$$

The comparison of (6.23) and (6.24) reveals that the first $k$ terms in denominator (i.e. with $i \in[0, k-1]$ ) remained with integer exponent of the Laplace variable $s$. On the other hand, the terms with higher indexes $i$, i.e. $i \in[k, n+1]$ now contain non-integer exponent $(i-1+\alpha)$ of $s$. The number of fractional terms in (6.24) is thus $(n+2-k)$. The order of the filter described by TF (6.24) is $(n+\alpha)$, i.e. in the range between two integer numbers $n$ and $(n+1)$ when considering $0<\alpha<1$. As this section deals with the filter order higher than two, it holds $n \geq 2$. Since the value of $k$ indicates the number of the integrator converted to fractional order in Fig. 6.13, the possible range of $k$ is from 1 to $(n+1)$. The parameter $k$ represents another degree of freedom and extends the variety of TF formats for each filter order $(n+\alpha)$. The suitable choice of $k$ thus must be examined in terms of implementation of the required target frequency response. The described transformation of the IO filter to fractional domain is advantageous, as only one FO integrator based on only one FOE is required for the circuit implementation. Note that the IFLF topology is
chosen here as an example, but also other multiple-feedback state-variable structures can provide the TF (6.24).

The coefficients $a_{0}, b_{0}, b_{1}, \ldots, b_{n}$ (recall that $\left.b_{n+1}=1\right)$ of the general $(n+\alpha)$-order TF (6.24) are found using a numerical optimization algorithm to match the target Butterworth LP magnitude response. For each value of the selected filter order $(n+\alpha)$ and possible value of $k$ an individual search run is carried out resulting in a unique vector of the coefficients $\left(a_{0}, b_{0}, b_{1}, \ldots, b_{n}\right)$. An optimal $k$ value is found for each considered filter order (combination $n$ and $\alpha$ ) providing the lowest approximation error between the magnitude of (6.24) with the found coefficients and the target function. This optimal value of $k$ then determines that the $k$-th integrator in the filter structure should be chosen as fractional and specifies which of the terms in denominator of the TF (6.24) are with integer and fractional exponent of $s$. Correspondingly, the process can be applied to other approximation types (such as Bessel, Chebyshev, etc.) as well.

The relation for the magnitude of the Butterworth LP TF generalized to fractional order $(n+\alpha)$ that represents the target response is as follows [58], [60]:

$$
\begin{equation*}
\left|B_{n+\alpha}^{\mathrm{LP}}(\omega)\right|=\frac{1}{\sqrt{1+\omega^{2(n+\alpha)}}} . \tag{6.25}
\end{equation*}
$$

This function provides magnitude of -3 dB at cut-off angular frequency $1 \mathrm{rad} / \mathrm{s}$, unity pass-band gain, and stop-band roll-off $-20(n+\alpha) \mathrm{dB} / \mathrm{dec}$ typical for FO LP filters. Numerical optimization has been employed to find the coefficients of TF (6.24) such that the maximum absolute error between magnitude in dB of (6.24) and (6.25) is minimized. For this purpose, the MATLAB function fminsearch was applied with the argument

$$
\begin{equation*}
\max _{i=1}^{M}|20 \log |{ }_{k} H_{n+\alpha}^{\mathrm{LP}}\left(X, \omega_{i}\right)|-20 \log | B_{n+\alpha}^{\mathrm{LP}}\left(\omega_{i}\right)| | . \tag{6.26}
\end{equation*}
$$

Here $X$ is the sought vector of the coefficients $\left(a_{0}, b_{0}, b_{1}, \ldots, b_{n}\right)$. Each search used $M=100$ frequency points logarithmically spaced in the wide frequency range from $\omega_{1}=0.01 \mathrm{rad} / \mathrm{s}$ to $\omega_{100}=100 \mathrm{rad} / \mathrm{s}$, covering both pass-band and stop-band of (6.25). For given $n$ and $k$, the individual runs of fminsearch function were performed for the fractional component $\alpha$ decreasing from 0.99 to 0.01 with a linear step of 0.01 . The first search was always performed with the highest $\alpha=0.99$ because in this case the non-integer exponents of $s$ in (6.24) are closest to the integer exponents in (6.23) and the initial estimation of the sought coefficients (required input of fminsearch function) can be done on the basis of the well-known coefficients of the Butterworth TF of the integer order $(n+1)$. The next optimization run (with one step lower $\alpha$ ) always uses the values of the coefficients determined in the previous run as initial estimation. Note that also other minimization criteria, such as $L S E$ as used e.g. in (6.15), and techniques, e.g. metaheuristic algorithms, can be employed.

### 6.3.2 Results and Discussion

The first minimization of (6.26) was carried out for $n=2$, thus for fractional order $(n+\alpha)$ $\in(2,3)$. All the possible $k$ values (i.e. 1, 2, 3) are considered. To evaluate the performance of this optimization it is appropriate to use again the maximum absolute error in dB defined by (6.26). The resulting values of this error depending on $\alpha$ and $k$ are shown in Fig. 6.14.


Fig. 6.14 Maximum absolute error between magnitude in dB of (6.24) and (6.25) for $n=2$

It is apparent that the magnitude of (6.24) approximates the value of the target function (6.25) with the lowest error for $k=2$ and values of $\alpha$ close to zero and one. The best results reached for the boundary values of $\alpha$ could be expected, as here TF (6.24) tends to integer order. The maximum error occurs for $\alpha$ around 0.6 . Interestingly, the errors for $k=1$ and $k=3$ are identical. The value $k=1$ signifies only one IO term in TF (6.24) and the first integrator of fractional order in Fig. 6.13, whereas $k=3$ denotes only one FO term in (6.24) and the last integrator of fractional order in Fig. 6.13. From this point of view, it is possible to observe a certain symmetry of the results.

Similarly, optimizations were performed for $n=3, n=4$, and $n=5$, i.e. for filter orders $(n+\alpha) \in(3,4),(n+\alpha) \in(4,5)$, and $(n+\alpha) \in(5,6)$, respectively, and always with assuming all possible values of $k$, i.e. $k \in[1, n+1]$. The reached maximum absolute errors computed by (6.26) are depicted in Figs. 6.15 to 6.17. Also, for $n$ values from 3 to 5, the largest approximation errors occur for the boundary (highest and lowest considered) $k$ values. The error is lowest for middle values of $k$, i.e. $k=2$ and $k=3$ for $n=3$, and $k=3$ for $n=4$. Up to $n=4$, the error values show the symmetry with respect to the selected value of $k$ observed already for the case $n=2$. From the last Fig. 6.17 with $n=5$ it is seen that it is no more possible to unambiguously determine for which value of $k$ from 2 to 5 the error of approximation reaches the lowest value, as the dependences on $\alpha$ are similar
for all error curves. Regardless of $n$, the boundary values of $\alpha$ provide lower error, whereas the highest error is obtained slightly above the middle of the range of $\alpha$. The achieved absolute error values are almost always below 0.5 dB and for selected optimal values of $k$ they stay below 0.3 dB in the whole range of $\alpha$, which is a reasonable value.

The findings can be generalized that it is appropriate to choose $k$ value as follows:

$$
k=\left\{\begin{array}{c}
n / 2+1, \text { when } n \text { is even }  \tag{6.27}\\
(n+1) / 2 \text { or }(n+3) / 2, \text { when } n \text { is odd. }
\end{array}\right.
$$



Fig. 6.15 Maximum absolute error between magnitude in dB of (6.24) and (6.25) for $n=3$


Fig. 6.16 Maximum absolute error between magnitude in dB of (6.24) and (6.25) for $n=4$


Fig. 6.17 Maximum absolute error between magnitude in dB of (6.24) and (6.25) for $n=5$

This optimization therefore helps to find the appropriate distribution of IO and FO terms in TF (6.24) and also location of FO integrator in the implementing structure, e.g. in Fig. 6.13.

The coefficients resulted from the numerical optimization for the TF (6.24) with $n=2$ and $k=2$ depending on $\alpha$ are graphically presented by solid lines in Fig. 6.18.


Fig. 6.18 Coefficients of TF (6.24) with $n=2$ and $k=2$ found by fminsearch function (solid lines) and interpolated by (6.28) (dotted lines)

The coefficients $b_{1}$ and $b_{2}$ are almost identical, thus their curves (green and violet) overlap. For $\alpha=0.99$ the values are close to the coefficients of the third-order Butterworth TF which, as already mentioned, have been used as initial estimation of the fminsearch function. When decreasing $\alpha$, the coefficients change continuously and for $\alpha=0.01$ they
approach the coefficients of the second-order Butterworth TF providing that the sum of $b_{1}$ and $b_{2}$ corresponds to the coefficient of the first power of $s$ in denominator, i.e. 1.414.

The following interpolated equations as functions of $\alpha$ have been derived for computing the coefficients $a_{0}, b_{0}, b_{1}, \ldots, b_{n}$. Only one value of $k$ providing the best approximation result is selected for each of the values $n=2,3,4$, and 5 . The coefficient values computed by (6.28) are also displayed in Fig. 6.18 by dotted lines to demonstrate the accuracy of interpolation.

- $n=2, k=2$

$$
\left(\begin{array}{l}
a_{0}  \tag{6.28}\\
b_{0} \\
b_{1} \\
b_{2}
\end{array}\right)=\left(\begin{array}{cccc}
0.9992 & -0.0720 & -0.0347 & 0.1063 \\
0.9999 & 0.0005 & 0.0010 & -0.0017 \\
0.6967 & 0.8991 & -0.1453 & 0.5452 \\
0.7091 & 0.8101 & 0.0337 & 0.4388
\end{array}\right) \cdot\left(\begin{array}{c}
1 \\
\alpha \\
\alpha^{2} \\
\alpha^{3}
\end{array}\right) .
$$

- $n=3, k=2$

$$
\left(\begin{array}{l}
a_{0}  \tag{6.29}\\
b_{0} \\
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right)=\left(\begin{array}{llll}
0.9974 & 0.0421 & 0.0623 & -0.1003 \\
0.9984 & 0.0973 & 0.1077 & -0.2003 \\
1.0418 & 1.7942 & -1.0600 & 0.8673 \\
0.9625 & 0.5066 & 2.8741 & -0.9453 \\
1.9850 & 1.2112 & 0.0066 & -0.5818
\end{array}\right) \cdot\left(\begin{array}{c}
1 \\
\alpha \\
\alpha^{2} \\
\alpha^{3}
\end{array}\right)
$$

- $n=4, k=3$

$$
\left(\begin{array}{l}
a_{0}  \tag{6.30}\\
b_{0} \\
b_{1} \\
b_{2} \\
b_{3} \\
b_{4}
\end{array}\right)=\left(\begin{array}{cccc}
0.9958 & 0.0536 & -0.0019 & -0.0487 \\
0.9917 & 0.1046 & -0.2383 & 0.1461 \\
2.6217 & 0.9962 & 0.4211 & -0.7971 \\
1.5721 & 3.1363 & -0.7767 & 1.3395 \\
1.8296 & 1.1265 & 3.0882 & -0.8161 \\
2.5946 & 1.2991 & -0.2245 & -0.4183
\end{array}\right) \cdot\left(\begin{array}{c}
1 \\
\alpha \\
\alpha^{2} \\
\alpha^{3}
\end{array}\right) .
$$

- $n=5, k=2$

$$
\left(\begin{array}{l}
a_{0}  \tag{6.31}\\
b_{0} \\
b_{1} \\
b_{2} \\
b_{3} \\
b_{4} \\
b_{5}
\end{array}\right)=\left(\begin{array}{cccc}
0.9932 & 0.0931 & -0.1625 & 0.0726 \\
0.9982 & 0.1058 & -0.0286 & -0.0792 \\
1.6469 & 3.6925 & -4.2764 & 2.8262 \\
1.5940 & 0.2503 & 7.0473 & -1.5161 \\
5.1582 & 5.7095 & -0.7549 & -1.0162 \\
5.2433 & 1.5986 & -0.0957 & 0.6862 \\
3.2145 & 1.1127 & -0.1779 & -0.3084
\end{array}\right) \cdot\left(\begin{array}{c}
1 \\
\alpha \\
\alpha^{2} \\
\alpha^{3}
\end{array}\right) .
$$

It is very important to verify the stability of the TF (6.24). It has been examined in the source paper [128] and the filters described by the TF (6.24) with the coefficients determined by (6.28) to (6.31) and the respective values of $n$ and $k$ are found to be always stable.

### 6.3.3 Extension to High-Pass Filters

Applying the transformation $s \rightarrow 1 / s$, the FO LP TF (6.24) can be transformed to FO HP TF given by the relation

$$
\begin{equation*}
{ }_{k} H_{n+\alpha}^{\mathrm{HP}}(s)=\frac{a_{0} s^{n+\alpha}}{\sum_{i=0}^{k-1} b_{i} s^{n+\alpha-i}+\sum_{i=k}^{n+1} b_{i} s^{n+1-i}} . \tag{6.32}
\end{equation*}
$$

Compared to the TF (6.24), there are $k$ fractional terms in the denominator of (6.32) and the term in numerator is also fractional. The order of the coefficients $b$ in the denominator is reversed ( $b_{0}$ is in the term with highest exponent of $s$ ). This HP TF can be realized by the IFLF structure in Fig. 6.13, where the output of the filter is at the output of the first summation block (labeled HP OUT) and $(n+2-k)$-th integrator is fractional. The coefficients $a$ and $b$ determined for LP TF (6.24) can be used in HP TF (6.32) too and therefore no extra numerical search for HP coefficients is required. It is also not necessary to determine for which value of $k$ the smallest deviation of the TF (6.32) from HP Butterworth response is achieved as it is the same as for LP FO TF.

### 6.3.4 Circuit Implementation and Simulation

As an example, an IFLF filter design with order 2.25 and parameters $n=2, \alpha=0.25, k=2$ will be given. The coefficients of TF (6.24) were found for cut-off angular frequency $1 \mathrm{rad} / \mathrm{s}$. This frequency will be shifted to a more practical value $\omega_{0}=10 \mathrm{krad} / \mathrm{s}$, i.e. $f_{0}=1592 \mathrm{~Hz}$, using the frequency scaling demonstrated by the following relation

$$
\begin{equation*}
{ }_{2} H_{2.25}^{\mathrm{LP}}(s)=\frac{a_{0}}{b_{0}+\frac{b_{1}}{\omega_{0}} s+\frac{b_{2}}{\omega_{0}^{1.25}} s^{1.25}+\frac{1}{\omega_{0}^{2.25}} s^{2.25}}=\frac{a_{0} \omega_{0}^{2.25}}{b_{0} \omega_{0}^{2.25}+b_{1} \omega_{0}^{1.25} s+b_{2} \omega_{0} s^{1.25}+s^{2.25}} . \tag{6.33}
\end{equation*}
$$

After substitution of the coefficients computed by (6.28) and the selected $\omega_{0}$ value into (6.33) we get

$$
\begin{equation*}
{ }_{2} H_{2.25}^{\mathrm{LP}}(s)=\frac{9.8032 \cdot 10^{8}}{1 \cdot 10^{9}+9.1933 \cdot 10^{4} s+9.1926 \cdot 10^{3} s^{1.25}+s^{2.25}} . \tag{6.34}
\end{equation*}
$$

This TF is realized by the multiple-feedback filter shown in Fig. 6.19 containing three OTAs, two resistors, two standard capacitors, and one FOC with fractance $F_{2}$ and order $\alpha=0.25$. The LT1228 amplifier [130] was used as OTA in the OrCAD PSpice simulations presented here.


Fig. 6.19 OTA-based 2.25-order LP filter
The TF of the structure in Fig. 6.19 in terms of element parameters is

$$
\begin{equation*}
{ }_{2} H_{2.25}(s)=\frac{\frac{R_{2}}{R_{1}+R_{2}} \frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2} g_{\mathrm{m} 3}}{C_{1} F_{2} C_{3}}}{\frac{g_{\mathrm{m} 1} g_{\mathrm{m} 2} g_{\mathrm{m} 3}}{C_{1} F_{2} C_{3}}+\frac{g_{\mathrm{m} 2} g_{\mathrm{m} 3}}{F_{2} C_{3}} s+\frac{g_{\mathrm{m} 3}}{C_{3}} s^{1.25}+s^{2.25}} . \tag{6.35}
\end{equation*}
$$

Choosing $C_{1}=C_{3}=47 \mathrm{nF}$ and $F_{2}=63.162 \mu \mathrm{~F} \cdot \mathrm{~s}^{-0.75}$, by comparing the coefficients in denominators of (6.34) and (6.35) we get the transconductances $g_{\mathrm{m} 1}=0.5112 \mathrm{mS}$, $g_{\mathrm{m} 2}=0.6317 \mathrm{mS}$, and $g_{\mathrm{m} 3}=0.4321 \mathrm{mS}$. The DC gain $a_{0} / b_{0}=0.98032$ is ensured by simple resistive divider $R_{1}=240 \Omega, R_{2}=12 \mathrm{k} \Omega$ at the filter input.

Due to the commercial unavailability of FOC, this element was emulated by 7th-order Valsa ladder RC network as described in detail in the source paper [128]. The emulator operates correctly in the frequency band 80 Hz to 1 MHz (more than 4 decades) providing the admittance phase angle $90^{\circ} \cdot \alpha=22.5^{\circ}$ with maximum deviation $\pm 1^{\circ}$.

The PSpice simulated magnitude frequency characteristic of the filter from Fig. 6.19 with LT1228 OTAs and emulated FOE is depicted in Fig. 6.20 as dotted black line. The target characteristic computed by (6.25) and shifted to the cut-off frequency $f_{0}=1592 \mathrm{~Hz}$ is represented by black solid line. The optimized magnitude characteristic given by (6.34) is displayed by dashed black line. The blue and green lines have been added to illustrate the position of the FO characteristics between the 2nd and 3rd filter order.

Both the optimized and simulated characteristics of the filter are in a very good agreement with the target function. As these characteristics overlap, the magnitude errors of the optimized function and of the simulated characteristic against the target function are shown in Fig. 6.21 by the dashed and dotted lines, respectively. The error of the optimized characteristic (6.34) with the found coefficients vs. the target function is $\pm 0.17 \mathrm{~dB}$ which confirms also the result in Fig. 6.14 (blue line at $\alpha=0.25$ ). The error of the simulated characteristic follows the error of the optimized characteristic up to 1 kHz
and at higher frequency it turns to negative values, however it does not exceed -0.72 dB in the displayed band.


Fig. 6.20 Target acc. to (6.25) (solid black), optimized acc. to (6.34) (dashed black), and simulated (dotted black) magnitude characteristics of the Butterworth LP filter of the order 2.25


Fig. 6.21 Magnitude errors of optimized (6.34) (dashed), and simulated (dotted) characteristics from Fig. 6.20 vs. target function (6.25)

The phase characteristics of the optimized function (6.34) and of the simulated filter from Fig. 6.19 are shown in Fig. 6.22 by dashed and dotted lines, respectively. Target phase is not present in Fig. 6.22 as only magnitude part is defined by the target function (6.25). Target phase response in a form of mathematical relation cannot be defined in this case. Thus only the asymptotic phase values $0^{\circ}$ and $-90^{\circ} \cdot 2.25=-202.5^{\circ}$, which the phase
theoretically approaches at the edges of the frequency band, are indicated by the red arrows in Fig. 6.22. Both of the black phase characteristics in the figure are close to each other and approach the expected asymptotic values at low and high frequencies. The phase characteristics of the 2nd and 3rd order Butterworth filter have been also added for illustration.


Fig. 6.22 Optimized acc. to (6.34) (dashed), and simulated (dotted) phase characteristics of the Butterworth LP filter of the order 2.25

### 6.3.5 Concluding Remarks

New formats of all-pole LP filter TFs of the fractional order higher than two suitable for non-cascade circuit implementations, e.g. by state-variable structures with integrators and multiple feedbacks, have been introduced. The LP TFs of the fractional order from 2 to 6 have been examined regarding the accuracy of the approximation of the Butterworth target function. Their slope of magnitude frequency response in stop-band is continuously adjustable between $-40 \mathrm{~dB} / \mathrm{dec}$ and $-120 \mathrm{~dB} / \mathrm{dec}$ and not limited to multiples of $20 \mathrm{~dB} / \mathrm{dec}$ only which is an important difference compared to IO filters. All the FO LP TF formats considered (depending on the selected values of $n$ and $k$ ) show good agreement with the target function, while the maximum absolute error is mostly below 0.5 dB . The error can be reduced even below 0.3 dB with the optimal choice of the value of $k$, i.e. the position of the FO integrator in the filter structure. It was found that the FO integrator should be located in the middle of the structure and for higher filter orders it should not at least occur at its edge to reach the lowest error of approximation of the magnitude target function. For these most suitable values of $k$ and fractional orders from 2 to 6 the relations for computing the FO LP TF coefficients are presented.

The resulting FO filter structure differs from the conventional IO one only in replacing one standard capacitor with FOC. With the expected availability of FOC
implementations, it will be possible to easily design FO filters without increasing the circuit complexity compared to conventional IO filters. The structures with integrators and multiple feedbacks are practically well-proven and employ commonly available active elements.

FO HP filters can be easily obtained from the proposed FO LP filters by the wellknown $s \rightarrow 1 / s$ transformation. The described methodology can also be used to design FO filters based on other target functions (e.g. Chebyshev, Cauer, Bessel), but for this purpose it is necessary for the designer to program own optimization routine for finding the TF coefficients and possibly use a modified filter structure with feedforwards in case the TF contains transfer zeros.

### 6.4 Other Author's Works on FO Filters

This section briefly introduces the works of the author of this thesis concerning FO filters, which are of less importance and for spatial reasons it is not possible to deal with them in more detail. Subsection 6.4.1 deals with earlier articles by the author of this thesis, where the FO TFs of other authors were used (e.g. [44]) and their main contribution is the verification and optimization of the possible circuit implementation of FO filters and various analyzes of their parameters and behavior, which distinguish them from IO filters. Subsection 6.4.2 deals with finding the FO TF coefficients for elliptic filters using a similar approach to Sections 6.1-6.3, i.e. obtaining the true FO filter TF and their coefficients based on error minimization against the elliptic (Cauer) target function. The next Subsection 6.4.3 deals with IO TFs of higher order approximating different kinds of FO filters.

### 6.4.1 Implementations and Analyses of FO Filters

The author's paper [127] describes FO multifunction filter with two DVCCs, four grounded passive elements, one of which is FOC. The filter provides LP and BP TF simultaneously and its order can be set between one and two. The TF coefficients are set according to the rules in [44] and the filter provides maximally flat Butterworth response. Procedure of obtaining suitable parameters of passive elements is demonstrated in detail in order to give practical instruction, for example how to properly utilize the dynamical range of conveyors, or to tune the cut-off frequency. PSpice simulations confirm the theoretical expectations, show very good performance with AD844 amplifier [101] as conveyor replacement, and discover the most critical parasitic properties of conveyors.

FO LP filter design based on a multiple-feedback filter with a single operational amplifier is presented in the author's paper [131]. One of the capacitors is replaced in the original IO filter by FOC. The analytical description of the circuit is given and procedure of element computation for a Butterworth-like approximation is stated again according to the rules in [44]. The manufactured sample of FOC based on resistive-capacitive layers
with distributed parameters as described in Chapter 3 is employed in the filter. Simulation and measurement results are provided to verify the functionality of the design.

In the paper [132] author analyses the influence of FOE properties on characteristics of frequency filter where the element is employed. Tow-Thomas topology with one capacitor replaced by FOC is examined. This element is emulated by fifth-order Foster I RC network which has limited validity of FO impedance properties resulting in distortion of the filter characteristics. Shifting the frequency band of FOE emulation is tested and recommendations regarding the correct filter functionality are provided.

At this point, it is also worth mentioning the chapter in the book [133], which summarizes the scientific findings of the author and his team in the field of FO filters achieved by the year 2018. These results are also parts of the Sections 6.1 and 6.4.2.

### 6.4.2 FO Filters with Elliptic Responses

This subsection is based on the author's publications [51] and [134] where FO TFs to approximate the pass-band and stop-band ripple characteristics of a second-order elliptic (Cauer) LP filter are designed and validated. The coefficients for these TFs are determined through the application of a least squares fitting process. These fittings are applied to symmetrical and asymmetrical frequency ranges to evaluate how the selected approximated frequency band impacts the determined coefficients using this process and the TF magnitude characteristics.

MATLAB simulations of $(1+\alpha)$ order LP magnitude responses are given as examples with fractional steps from $\alpha=0.1$ to $\alpha=0.9$ and compared to the second-order elliptic response. Further, MATLAB simulations of the order $(1+\alpha)=1.25$ and 1.75 using all sets of coefficients are given as examples to highlight their differences. The FO elliptic filter responses were validated using both SPICE simulations and experimental results using two operational amplifier-based topologies realized with emulated FOCs for $(1+\alpha)=1.2$ and 1.8 order filters.

### 6.4.3 FO Filters Approximated by IO Rational Transfer Functions

The author also dealt with the second basic approach of the design of FO filters, which is the approximation of the FO TF using IO rational function of higher order. As mentioned in the Section 2.2, the approach can be based on the following two techniques. The earlier of the techniques uses an intermediate step, where FO TF is first obtained using minimization of error versus a target function (similarly to Sections $6.1-6.3$ ). Then the terms in the FO TF containing non-integer powers of $s$ are approximated by IO rational function. This TF is then implemented by a known structure of IO filter. This technique is used in articles [121], [135] - [140].

The paper [135] presents design and implementation of FO filters based on promising CMOS structure of low-voltage differential difference current conveyor (DDCC) designed and fabricated using the $0.35 \mu \mathrm{~m}$ CMOS AMIS process. In the papers [136] and
[137], FO LP and HP filters with universal voltage conveyors (UVC) derived by the continued fraction expansion are presented.

The paper [138] deals with FO LP filter with electronically adjustable pole frequency and fractional order between 1 and 2. It is based on third-order follow-the-leader feedback (FLF) topology with OTAs and adjustable current amplifiers.

Another FLF-based electronically reconfigurable FO filter, that is able to be configured as LP and HP filter, is introduced in [139]. It offers independent electronic control of the order between 1 and 2, pole frequency, and particular type of approximation.

In the paper [140], six current conveyor-based multiple-feedback current-mode circuits approximating the FO LP filter response are proposed. A method of reducing number of circuit elements is demonstrated.

Novel topologies of capacitorless FO filters, implemented using the internal gatesource capacitance of metal oxide semiconductor (MOS) transistors, are introduced in [121]. The filters offer digital programmability in terms of selecting one of four standard filter functions and the capability for electronic tuning of frequency characteristics.

The second technique of IO emulation of a FO filter, used in more recent works, is a direct approximation of a target function using IO rational function. This method is applied in the author's articles [141] - [144].

In the paper [141], a new two-steps design strategy is introduced for the optimal rational approximation of FO Butterworth filter. At first, the weighting factors of the summation between $n$ - and $(n+1)$-order Butterworth filters are optimally determined. This model is then employed as initial point for another optimization, which minimizes the magnitude error relative to the $(n+\alpha)$-order Butterworth response.

Generalization of IO transitional Butterworth-Butterworth filter to the FO domain is presented in [142]. Rational approximants of this FO transitional filter are optimally realized and several design examples demonstrate the correctness of the design.

The article [143] presents the optimal modeling of power-law filters with the LP, HP, BP , and band-stop (BS) responses and their inverse counterparts by means of IO rational approximants. The performances of the approximants exhibiting the fractional-step magnitude and phase responses are evaluated using various statistical indices. At the cost of higher computational complexity, the proposed approach achieved improved accuracy with guaranteed stability when compared to similar published solutions.

This topic is further developed in [144] by a further generalization of FO filters whose limiting form is that of the second-order filter. This new filter class can also be regarded as a superset of the recently reported power-law filters [143]. The inverse FO filter variants can also be achieved using the suggested method.

## 7.FO OSCILLATORS

As already mentioned in Section 2.3, FO oscillators provide some more general properties compared to classic IO oscillators thanks to their non-integer order. Their order affects both the oscillating condition and the oscillating frequency. If these FO oscillators are designed to be multi-output, the fractional order can allow setting the relative phase shift of the output signals by non-integer multiples of 90 degrees. The fractional order thus represents another adjustable parameter of the oscillator and provides another degree of freedom, but the relations for describing the oscillator's operation become more complex compared to the integer order. The consequence is, for example, the impossibility of independent setting of the oscillation condition and the oscillation frequency. However, the possibility of setting very high oscillation frequencies for FO oscillators when using common component values can be an advantage. For IO oscillators, very low values of capacitances, which would be comparable to parasitic capacitances, would have to be used.

The author of this thesis published the papers [70], [145], and [146] dealing with FO oscillators. The following Section 7.1 is based on the article [70] which provides a detailed description of practical FO oscillator design and verification.

### 7.1 FO Oscillator Design and Evaluation

The basic circuit selected for the FO oscillator design is shown in Fig. 7.1. Two DVCCs were employed as active elements and two grounded FO admittances $\left(Y_{\alpha}, Y_{\beta}\right)$ are connected to Z terminals of the conveyors. The characteristic equation of the circuit is

$$
\begin{equation*}
Y_{\alpha} Y_{\beta} R_{1} R_{2}-Y_{\beta} R_{2}+1=0 \tag{7.1}
\end{equation*}
$$



Fig. 7.1 Oscillator with current conveyors and FO admittances
Assuming that $\left|Y_{\alpha 0}\right|$ and $\left|Y_{\beta 0}\right|$ are the magnitudes of the admittances $Y_{\alpha}$ and $Y_{\beta}$ at the oscillation angular frequency $\omega_{0}$, the formulas for these admittances can be expressed as $Y_{\alpha}=\left|Y_{\alpha 0}\right| j^{\alpha}$ and $Y_{\beta}=\left|Y_{\beta 0}\right| j^{\beta}$. After substituting these relations into (7.1), rearranging terms
in order to separate real and imaginary parts and equating them to zero, we can derive the following relations

$$
\begin{align*}
& R_{1}=\frac{\sin \left(\frac{\pi}{2} \beta\right)}{\left|Y_{\alpha 0}\right| \sin \left[\frac{\pi}{2}(\alpha+\beta)\right]},  \tag{7.2}\\
& R_{2}=\frac{\sin \left[\frac{\pi}{2}(\alpha+\beta)\right]}{\left|Y_{\beta 0}\right| \sin \left(\frac{\pi}{2} \alpha\right)} . \tag{7.3}
\end{align*}
$$

The expressions in (7.2) and (7.3) are used for computing the values of the resistances $R_{1}$ and $R_{2}$ in order the circuit to oscillate at the frequency $\omega_{0}$. In other words, the values described by (7.2) and (7.3) fulfill the condition of oscillation. No relation for oscillation frequency is presented here, as in fact it does not exist. The oscillation frequency is simply $\omega_{0}$, i.e. the value of frequency where the fractional admittances used in the oscillator have their magnitudes $\left|Y_{\alpha 0}\right|$ and $\left|Y_{\beta 0}\right|$. Unfortunately, the oscillation frequency and condition cannot be set independently, but this problem seems to be common to this class of FO oscillators.

To tune the oscillation frequency to a new value $\omega_{0}{ }^{\prime}$ the following formulas can be used

$$
\begin{equation*}
\frac{\omega_{0}^{\prime}}{\omega_{0}}=\left\{\frac{\sin \left(\frac{\pi}{2} \beta^{\prime}\right)}{\left|Y_{\alpha 0}\right| R_{1}^{\prime} \sin \left[\frac{\pi}{2}\left(\alpha^{\prime}+\beta^{\prime}\right)\right]}\right\}^{\frac{1}{\alpha^{\prime}}}=\left\{\frac{\sin \left[\frac{\pi}{2}\left(\alpha^{\prime}+\beta^{\prime}\right)\right]}{\left|Y_{\beta 0}\right| R_{2}^{\prime} \sin \left(\frac{\pi}{2} \alpha^{\prime}\right)}\right\}^{\frac{1}{\beta^{\prime}}} . \tag{7.4}
\end{equation*}
$$

Here $\left|Y_{\alpha 0}\right|$ and $\left|Y_{\beta 0}\right|$ are still the admittance magnitudes at the original oscillation frequency $\omega_{0}$ and the single quotes at $R_{1}, R_{2}, \alpha$, and $\beta$ mean that their values are going to be modified in order to tune, i.e. these are the new values of the element parameters. The whole relation (7.4) must be valid to keep the circuit at the oscillation boundary, i.e. it represents the oscillation condition. Obtaining the relation (7.4) is similar to deriving (7.2) and (7.3) from the characteristic equation (7.1) with the difference in the substitution of FO admittances by the relations $Y_{\alpha}=\left|Y_{\alpha 0}\right|\left(\mathrm{j} \omega_{0}^{\prime}\right)^{\alpha^{\prime}} / \omega_{0}^{\alpha^{\prime}}$ and $Y_{\beta}=\left|Y_{\beta 0}\right|\left(\mathrm{j} \omega_{0}^{\prime}\right)^{\beta^{\prime}} / \omega_{0}^{\beta^{\prime}}$.

It is apparent that the oscillation frequency and condition are influenced not only by resistances and magnitudes of admittances as in the case of classic oscillators but also by the admittance orders $\alpha$ and $\beta$. This increases the degree of freedom and brings other interesting properties that will be shown below.

Three voltage outputs ( $v_{0}, v_{1}$, and $v_{2}$ ) are available as indicated in Fig. 7.1. Their voltages are related in the following way

$$
\begin{align*}
& v_{0}=v_{1}\left|Y_{\alpha 0}\right| R_{1} e^{\mathrm{j} \frac{\pi}{2} \alpha},  \tag{7.5}\\
& v_{2}=\frac{v_{1}}{\left|Y_{\beta 0}\right| R_{2}} e^{-\mathrm{j} \frac{\pi}{2} \beta} . \tag{7.6}
\end{align*}
$$

It is seen that the phase shift between $v_{0}$ and $v_{1}$ is $\alpha \pi / 2$, between $v_{2}$ and $v_{1}$ is $-\beta \pi / 2$, and between $v_{0}$ and $v_{2}$ is $(\alpha+\beta) \pi / 2$. The phase difference between the output voltages can be set continuously depending on the parameters $\alpha$ and $\beta$. This property is unique and is not available at IO oscillators.

It is also interesting to determine sensitivities of the normalized oscillation frequency ( $\omega_{0}{ }^{\prime} / \omega_{0}$ ) to the passive element parameters:

$$
\begin{align*}
& S_{\left|Y_{\alpha 0}\right|}^{\omega_{0}^{\prime} / \omega_{0}}=S_{R_{1}}^{\omega_{0}^{\prime} / \omega_{0}}=-\frac{1}{\alpha},  \tag{7.7}\\
& S_{\left|Y_{\beta 0}\right|}^{\omega_{0}^{\prime} / \omega_{0}}=S_{R_{2}}^{\omega_{0}^{\prime} / \omega_{0}}=-\frac{1}{\beta} . \tag{7.8}
\end{align*}
$$

The sensitivities increase in their absolute values with decreasing coefficients $\alpha$ and $\beta$. The oscillation frequency can be controlled by setting $\alpha$ and $\beta$ as seen in (7.4), but one must consider that especially for low values of $\alpha$ and $\beta$ the oscillation frequency could be very sensitive to tolerances of passive element parameters.

### 7.1.1 Oscillation Frequency Tuning

Equation (7.4) suggests the possibilities of tuning the oscillation frequency. The first option is to modify the order ( $\alpha^{\prime}$ and $\beta^{\prime}$ ) of the admittances which requires a controllable FOE. The second tuning possibility is varying the resistances $R_{1}$ and $R_{2}$. Both these tuning options are analyzed below.

## i) Tuning through the order of FOEs

Let us aim at the tuning by the orders $\alpha^{\prime}$ and $\beta^{\prime}$. To simplify the analysis, both these values will be considered equal ( $\alpha^{\prime}=\beta^{\prime}$ ) and thus (7.4) is transformed to

$$
\begin{equation*}
\frac{\omega_{0}{ }^{\prime}}{\omega_{0}}=\left[\frac{1}{\left|Y_{\alpha 0}\right| 2 R_{1}^{\prime} \cos \left(\frac{\pi}{2} \alpha^{\prime}\right)}\right]^{\frac{1}{\alpha^{\prime}}}=\left[\frac{2 \cos \left(\frac{\pi}{2} \alpha^{\prime}\right)}{\left|Y_{\beta 0}\right| R_{2}{ }^{\prime}}\right]^{\frac{1}{\alpha^{\prime}}}=\left(\frac{1}{\left|Y_{\alpha 0}\right|\left|Y_{\beta 0}\right| R_{1}{ }^{\prime} R_{2}{ }^{\prime}}\right)^{\frac{1}{2 \alpha^{\prime}}} . \tag{7.9}
\end{equation*}
$$

Let us choose the initial magnitudes of FO admittances $\left|Y_{\alpha \cdot 0}\right|=\left|Y_{\beta 0}\right|=1 / 17000 \mathrm{~S}$ and the orders $\alpha=\beta=0.5$. As already mentioned, if the admittances $Y_{\alpha}$ and $Y_{\beta}$ had these properties at a chosen frequency $\omega_{0}$ and the resistances $R_{1}$ and $R_{2}$ are computed by (7.2) and (7.3), $\omega_{0}$ would be the oscillation frequency. The calculated resistance values are $R_{1}$ $=12021 \Omega, \quad R_{2}=24042 \Omega$. The effect of increasing or decreasing the value of $\alpha^{\prime}$ compared to the initial value of 0.5 on the normalized oscillation frequency is presented in Fig. 7.2(a). It should be noted that the resistance $R_{1}$ remained constant during this tuning ( $R_{1}=R_{1}^{\prime}=12021 \Omega$ ) and $R_{2}$ was computed as a new value $R_{2}{ }^{\prime}$ by $R_{2}{ }^{\prime}=4 R_{1}{ }^{\prime} \cos ^{2}\left(\pi \alpha^{\prime} / 2\right)$ in order to keep the whole relation (7.9) valid and thus to meet the oscillation condition. The computed values of $R_{2}{ }^{\prime}$ vs $\alpha^{\prime}$ are depicted in Fig. 7.2(b).


Fig. 7.2 (a) Tuning of normalized oscillation frequency $\left(\omega_{0}{ }^{\prime} / \omega_{0}\right)$ by changing the order of both FOEs ( $R_{1}=$ const.), and (b) computed values of $R_{2}{ }^{\prime}$ as a function of the order

Another possibility is to set $R_{2}$ constant $\left(R_{2}=R_{2}{ }^{\prime}=24042 \Omega\right)$ and to compute $R_{1}{ }^{\prime}$. This variant is presented in Fig. 7.3.


Fig. 7.3 (a) Tuning of normalized oscillation frequency $\left(\omega_{0}{ }^{\prime} / \omega_{0}\right)$ by changing the order of both FOEs ( $R_{2}=$ const.), and (b) computed values of $R_{1}{ }^{\prime}$ as a function of the order

The curve of the normalized oscillation frequency in Fig. 7.3(a) has inverse slope compared to the one in Fig. 7.2(a), i.e. the frequency decreases with increasing $\alpha^{\prime}$. Fig. 7.3(b) shows that the range of the computed resistance $R_{1}{ }^{\prime}$ is high and $R_{1}^{\prime}$ increases dramatically at values of $\alpha$ close to one.

## ii) Tuning through the resistances $R_{1}$ and $R_{2}$

Another possibility of setting the oscillation frequency resulting from (7.4) or (7.9) is changing the resistances $R_{1}{ }^{\prime}$ and $R_{2}{ }^{\prime}$ while keeping the properties of FOEs constant.

Choosing $\left|Y_{\alpha 0}\right|=\left|Y_{\beta 0}\right|=1 / 17000 \mathrm{~S}$ and $\alpha=\beta=$ const., the relation between $R_{1}{ }^{\prime}$ and $R_{2}{ }^{\prime}$ is similar to the previous subsection $R_{2}{ }^{\prime}=4 R_{1}{ }^{\prime} \cos ^{2}(\pi \alpha / 2)$. Fig. 7.4 depicts the tuning of the oscillator frequency by the resistances $R_{1}{ }^{\prime}$ and $R_{2}{ }^{\prime}$ for various values of $\alpha=\beta=$ const.


Fig. 7.4 Tuning the normalized oscillation frequency $\left(\omega_{0}{ }^{\prime} / \omega_{0}\right)$ by changing $R_{1}{ }^{\prime}$ (and $R_{2}{ }^{\prime}$ ) for various values of $\alpha=\beta$

It is obvious from the figure above that the slope of the oscillation frequency vs $R_{1}{ }^{\prime}$ can be modified by the selected order $\alpha=\beta$. Of particular interest is the increased range of the oscillation frequency at lower values of the order. E.g. with $\alpha=0.2$ the oscillation frequency changes by five decades when the resistances $R_{1}{ }^{\prime}$ and $R_{2}{ }^{\prime}$ change by one decade. Thus, it is possible to obtain high oscillation frequencies when resistances and capacitances are relatively large compared to their values in IO oscillators. Similarly, very low oscillation frequencies can be reached without necessity to increase circuit resistances and capacitances excessively. Of course, one should again remember that sensitivities rise in this case as apparent from the relations (7.7) and (7.8).

### 7.1.2 Simulation and Experimental Measurement

The bulk-driven quasi-floating-gate (BD-QFG) structure of DVCC [147] designed at the author's workplace was used for the purpose of the simulation and measurement of the FO oscillator in Fig. 7.1. The conveyor was designed in Cadence platform and fabricated using $0.35 \mu \mathrm{~m}$ CMOS AMIS process with total chip area of $213 \times 266 \mu \mathrm{~m}$. The parameters of FOEs are $\alpha=\beta=0.5,\left|Y_{\alpha 0}\right|=\left|Y_{\beta 0}\right|=1 / 17000 \mathrm{~S}$ at $\omega_{0}=10 \mathrm{krad} / \mathrm{s}\left(f_{0}=1592 \mathrm{~Hz}\right)$. The resistances computed from (7.2) and (7.3) are again $R_{1}=12021 \Omega, R_{2}=24042 \Omega$. The value of oscillation frequency was chosen with respect to the properties of the BD-QFG conveyors and to the possible application of the oscillator in biomedical and/or other lowpower applications.

The FOCs were emulated using Foster I RC circuits. Structure with ten resistors and nine capacitors was chosen in order to approximate the FOC more accurately in a wider frequency range for the purpose of oscillator tuning verification. A simpler FOC emulator structure can be sufficient if frequency tuning is not necessary or is limited to a narrow band. Details regarding the emulator are given in the source article [70].

Cadence simulations of the designed oscillator have been carried out and the obtained output voltage waveforms are presented in Fig. 7.5.


Fig. 7.5 Simulated output voltages of the designed oscillator vs time
The oscillation frequency of the simulated circuit is 1560 Hz which is near to the theoretically expected value 1592 Hz . The amplitudes are $V_{0}=85 \mathrm{mV}, V_{1}=120 \mathrm{mV}$, $V_{2}=86 \mathrm{mV}$ and phase shifts are 45 degrees as expected.

In order to verify the tuning capability of the oscillator, the plot of the simulated oscillation frequency, setting $\alpha^{\prime}=\beta^{\prime}$ and keeping $R_{1}$ constant, as a function of the order is presented in Fig. 7.6.


Fig. 7.6 Simulated oscillation frequency vs $\alpha^{\prime}=\beta^{\prime}\left(R_{1}=\right.$ const. $)$

The second considered possibility of tuning - by changing $R_{1}{ }^{\prime}$ (while keeping $\alpha=$ $\beta=0.5$ and maintaining oscillation condition $R_{2}{ }^{\prime} \approx 2 R_{1}{ }^{\prime}$ ) is shown in Fig. 7.7.


Fig. 7.7 Simulated oscillation frequency vs $R_{1}{ }^{\prime}(\alpha=\beta=0.5)$
It is apparent from the two graphs above that the simulated oscillation frequency corresponds to the theoretical value.

The oscillator was also implemented with fabricated samples of BD-QFG DVCC chip and passive element parameters mentioned at the beginning of this section. The measured output voltage waveforms are presented in Fig. 7.8.


Fig. 7.8 Measured output voltages of the designed oscillator vs time
The measured oscillation frequency is 1600 Hz which is very close to the theoretical value. Also, the phase shifts between outputs ( 45.6 and 46.2 degrees) and amplitudes are in accordance with expectations. The measured spectrum of the first output signal is
shown in Fig. 7.9. The fundamental harmonic component is at least 40 dB larger than the other ones. The value of THD computed from measured spectral components is approximately $1 \%$.


Fig. 7.9 Measured spectrum of the first output voltage (vertical scale $20 \mathrm{~dB} / \mathrm{div}$, horizontal $2 \mathrm{kHz} / \mathrm{div}$ )

Tuning the oscillation frequency of the experimental circuit by changing $R_{1}{ }^{\prime}$ was also carried out. With $R_{1}{ }^{\prime}=24 \mathrm{k} \Omega$ the oscillation frequency was 416 Hz (theoretically 399 Hz ) and with $R_{1}{ }^{\prime}=6.2 \mathrm{k} \Omega$ the oscillation frequency was 6 kHz (theoretically 5.98 kHz ).

Both the simulated and the experimental results are very close to the theoretical ones and prove the attractive features of the designed FO oscillator.

### 7.1.3 Concluding Remarks

The author's goal was to present design and evaluation of FO oscillator from the practical point of view. The oscillator is based on a simple structure with two DVCCs, two grounded resistors, and two grounded FOCs. The theoretical analysis showed design rules for passive elements and possibilities of oscillation frequency tuning which can be done also by setting the orders $\alpha$ and $\beta$ of FOCs. With lower values of these orders, the oscillation frequency can have much higher range than in the case of classic IO oscillator with the same parameters of passive elements. An arbitrary phase shift of output signals is another unique property which is not present at IO oscillators. The main drawbacks of the designed circuit are non-orthogonal setting of oscillation frequency and condition and high sensitivities to passive element parameters for lower values of $\alpha$ and $\beta$.

## 8. CONCLUSION

The extension of classic linear electrical circuits from the integer to the fractional domain brings generalization of their characteristics, leading to a wider usability of these circuits. It is a recent research topic, which scientists have been focusing on in the last $10-15$ years. FO circuits find applications in a wide range of areas of electrical engineering. They provide qualitatively new properties and characteristics that are difficult to implement using classic IO circuits. As examples, let us mention their use for modeling the electrical properties of materials or objects occurring in nature, controlling processes and systems, filtering signals with the aim of extracting the required component or implementing the operation of FO derivation and integration of electrical quantities.

The theoretical design of FO circuits must be carried out with regard to feasibility with a circuit structure of reasonable complexity and with available components. The basic element of FO circuits is FOE, i.e. an element with FO impedance. Currently, intensive research is underway on these elements resulting in their implementations based on various principles, e.g. emulation using structures containing resistors and classic capacitors, implementation by electrochemical principles utilizing various chemical substances that are, however, incompatible with integration technologies and provide non-accurate FOE properties.

A key issue of FOE implementations is achieving sufficient accuracy of impedance magnitude and phase in a wide enough frequency band. At the same time, these parameters must be constant over time, and the structure should be compatible with current integrated circuit manufacturing technologies. In this respect, the implementation of FOE using RC layer structures with distributed parameters, which the author of this thesis also dealt with, brings promising results. These structures can be realized in well proven thick-film, thin-film and CMOS technology. Using the first mentioned technology, the author successfully practically verified the validity of the design method. The other two technologies will be part of future research and it is expected that the dimensions of the structures will be significantly reduced, higher operating frequencies will be achieved, and probably also the possibility of electronic control of these FOE elements will be attained.

The lack of FOE with different parameters led the author to research the impedance transformations of FOE with the aim of obtaining new values of both the impedance magnitude and, above all, its order, and thus also the type of passive element. The simulation successfully verified the method of obtaining a FO inductor using a gyrator, as well as obtaining a whole range of fractional orders using the transformation of the "seed" FOE impedance by the GIC circuit.

Using FOE, the author also managed to model the electrical properties of the cardiac cell membrane. The model presented in this thesis is more accurate than commonly used IO models.

Frequency filters and oscillators are wide group of electrical circuits that can be also designed with fractional order. FO filters provide characteristics that lie between the characteristics of classic IO filters. E.g. in the case of magnitude frequency characteristics, it is possible to obtain continuously variable slopes, in the case of phase characteristics, then continuously adjustable phases. For FO filters, it is necessary to create an analytical description, which is not available in the form of tables or mathematical relations, as with IO filters. The forms and coefficients of the TFs must be sought to obtain the desired filter characteristics and topology. For FO oscillators, the order can be used to set the oscillation frequency and, in particular, to change the dynamic range of the frequency, i.e. the steepness of the dependence of this frequency on the values of the passive elements. Furthermore, FO oscillators can provide phase shifts of output signals equal to non-integer multiples of 90 degrees. The author also dealt with these topics of FO filters and oscillators and verified the results on functional samples by computer simulations and experimental measurements.

It is worth mentioning here that the thesis is also written from a pedagogical point of view, so that the reader familiar with classic IO electrical circuits can study the topic of FO circuits and understand their benefits. The thesis covers only selected topics of the author's scientific and pedagogical work in years after Ph.D. defense, i.e. between 2006 and 2022. The same is valid for own references that are included in the Bibliography only 42 relevant references are cited in this thesis. As stated before, David Kubánek is author or co-author of 28 journal articles and 34 international conference contributions indexed in the Web of Science Core Collection (numbers were updated in October 2022).
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## Abbreviations and Symbols

Abbreviations:

| ac | alternating current |
| :--- | :--- |
| BD-QFG | Bulk-Driven Quasi-Floating-Gate |
| BP | Band-Pass |
| BS | Band-Stop |
| C | Capacitor |
| CCCII | Current Controlled Current Conveyor of Second Generation |
| CMOS | Complementary Metal Oxide Semiconductor |
| COMP | Compensation terminal |
| CPE | Constant Phase Element |
| dc | direct current |
| DDCC | Differential Difference Current Conveyor |
| DVCC | Differential Voltage Current Conveyor |
| FDNR | Frequency-Dependent Negative Resistor |
| FLF | Follow-the-Leader Feedback |
| FO | Fractional-Order |
| FOC | Fractional-Order Capacitor |
| FOE | Fractional-Order Element |
| FOI | Fractional-Order Inductor |
| GA | Genetic Algorithm |
| GIC | General Immittance Converter |
| HP | High-Pass |
| IFLF | Inverse Follow-the-Leader Feedback |
| IO | Integer-Order |
| L | Inductor |
| LP | Low-Pass |
| LSE | Least Squares Error |
| MOS | Metal Oxide Semiconductor |
| OTA | Operational Transconductance Amplifier |
| OTRA | Operational Transresistance Amplifier |
| R | Resistor |
| RC | Resistive-Capacitive |
| RC-EDP | Resistive-Capacitive Layer Elements with Distributed Parameters |
| TF | Transfer Function |
| UVC | Universal Voltage Conveyor |
| VDCC | Voltage Differencing Current Conveyor |
|  |  |

Symbols:

| A | Set defining nodes of R-C-NRs connected to gnd node |  |
| :---: | :---: | :---: |
| $a$ | Coefficient of a polynomial or a function | (-) |
| B | Set defining connections of terminals of R-C-NRs |  |
| $b$ | Coefficient of a polynomial or a function | (-) |
| $B(\omega)$ | Butterworth filter transfer function | (-) |
| $B W$ | Bandwidth (of a filter) | ( $\mathrm{rad} / \mathrm{sec}$ ) |
| C | Capacitance | (F) |
| C | Set of circuit structure factors of R-C-NR FOE |  |
| D | Parameter of FDNR element | $\left(\Omega \cdot \mathrm{F}^{2}\right)$ |
| E | Set defining interconnections of adjacent R-C-NRs |  |
| $\mathrm{E}(\cdot)$ | Mittag-Leffler function |  |
| $f$ | Frequency | (Hz) |
| $F$ | Fractance | ( $\mathrm{F} / \mathrm{sec}^{1-\alpha}$ ) |
| $F(s)$ | Laplace transform ( $s$-domain image) of a function $f(t)$ |  |
| $f(t)$ | Function of time |  |
| $F D$ | Fractal dimension | (-) |
| Fit | Fitness function | (-) |
| $G$ | Conductance | (S) |
| $g_{\mathrm{m}}, \mathrm{g}$ | Transconductance | (S) |
| $h$ | Auxiliary variable in mathematical relations | (-) |
| $H(s)$ | Transfer function of a filter in $s$-domain | (-) |
| $i$ | Auxiliary variable in mathematical relations | (-) |
| I, i | Current | (A) |
| $j$ | Auxiliary variable in mathematical relations | (-) |
| j | Imaginary unit |  |
| $k$ | Parameter of FO filter TF, number of integrator converted to F |  |
| $L$ | Dimensionless length of R-C-NR section | (-) |
| L | Set of lengths ( $L$ ) of R-C-NR sections |  |
| $\mathcal{L}\{\cdot\}$ | Laplace transform |  |
| $L_{\text {F }}$ | Final length of R-C-NR section | (m) |
| LSE | Least Squares Error |  |
| $m$ | Auxiliary variable in mathematical relations | (-) |
| M | Constant defining limit of summation, number of datapoints | (-) |
| $N$ | Ratio of top and bottom layer resistances of R-C-NR structure | (-) |
| $n$ | Integer component of order | (-) |
| N | Set of ratios of layer resistances ( $N$ ) of R-C-NR FOE |  |
| P | Set of parametric factors of R-C-NR FOE |  |
| $p$ | Range of FOE order $\alpha$ realized by GIC | (-) |
| $Q$ | Quality factor | (-) |


| $R$ | Resistance | $(\Omega)$ |
| :--- | :--- | :--- |
| $R e c C u r$ | Recorded current response | $(\mathrm{A})$ |
| $s$ | Complex variable in Laplace transform | $(\mathrm{rad} / \mathrm{s})$ |
| $t$ | Time | $(\mathrm{sec})$ |
| $T$ | Time period | $(\mathrm{sec})$ |
| $V, v$ | Voltage | $(\mathrm{V})$ |
| $W$ | Dimensionless width of R-C-NR structures, here $W=1$ | $(-)$ |
| $W_{\mathrm{F}}$ | Final width of R-C-NR section | $(\mathrm{m})$ |
| $x$ | Parameter of genetic algorithm (maximum number of iterations) $(-)$ |  |
| $X$ | Sought vector of coefficients of a function | $(-)$ |
| $y$ | Parameter of genetic algorithm (maximum number of iterations) $(-)$ |  |
| $Y, Y(s)$ | Admittance | $(\mathrm{S})$ |
| $z$ | Argument of Mittag-Leffler function | $(-)$ |
| $Z, Z(s)$ | Impedance | $(\Omega)$ |
| $\alpha$ | Fractional component of order, order of differentiation | $(-)$ |
| $\beta$ | Fractional component of order, complementary order (1-a) | $(-)$ |
| $\gamma$ | Parameter of Mittag-Leffler function | $(-)$ |
| $\Gamma(\cdot)$ | Gamma function |  |
| $\delta$ | Parameter of genetic algorithm (threshold for fitness function) | $(-)$ |
| $\Delta$ | Absolute magnitude error | $(\mathrm{dB})$ |
| $\varepsilon$ | Allowed phase deviation | $(\mathrm{rad}),(\mathrm{deg})$ |
| $\theta$ | Auxiliary variable in R-C-NR structure admittance matrix | $(-)$ |
| $\lambda$ | Parameter of Mittag-Leffler function | $(-)$ |
| $\sigma$ | Auxiliary variable for computing fitness function | $(-)$ |
| $\phi$ | Phase of impedance | $(\mathrm{rad}),(\mathrm{deg})$ |
| $\Psi$ | Set of all factors of R-C-NR FOE | $(\mathrm{rad} / \mathrm{s})$ |
| $\omega$ | Angular frequency |  |
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